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Abstract
Management is essential to meet the requirements defined in a project, such as business objectives and stakeholderexpectations. The computational tools in the Business Intelligence and Analytics (BIA) category have great potential tocontribute to management, providing important management information about the business. Tools of this type arewidely used in the most varied sectors of the industry, but in the construction industry, the scenario is different, withmuch to progress. Therefore, the present work presents a survey of Business Intelligence and Analytics tools applicableto the construction sector and its possible applications, in order to present options for improving management in theseorganizations, based on evidence obtained in studies carried out. To this end, a systematic review of the literaturewas carried out, which analyzed 1407 articles from six databases, where several applications were identified, the mostrelevant in the area of cost management, budgeting and work safety. With that, it can be concluded that there areseveral BIA tools for construction, with different applications. Most software was developed for each case studied dueto the unique characteristics of the construction sector. The large-scale adoption of the tools involves cooperationbetween companies, professional associations and universities. It verifies limitations in the research regarding thecharacterization of the companies, due to the absence of this data in the analyzed articles. It suggests that the challengesof implementing technologies and the verified limitations should be addressed in future studies.
Keywords: Business Intelligence and Analytics; Construction; Systematic Literature Review
Resumo
A gestão é essencial para atender aos requisitos definidos em um projeto, como objetivos de negócios e expectativas daspartes interessadas. As ferramentas computacionais na categoria Business Intelligence and Analytics (BIA) têm grandepotencial para contribuir com a gestão, fornecendo informações gerenciais importantes sobre o negócio. Ferramentasdesse tipo são amplamente utilizadas nos mais variados setores da indústria, mas na indústria da construção civil, ocenário é diferente, com muito a avançar. Portanto, o presente trabalho apresenta um levantamento das ferramentas deBusiness Intelligence e Analytics aplicáveis ao setor da construção civil e suas possíveis aplicações, de forma a apresentaropções para a melhoria da gestão nessas organizações, com base em evidências obtidas em estudos realizados. Paratanto, foi realizada uma revisão sistemática da literatura, que analisou 1407 artigos de seis bases de dados, onde foramidentificadas diversas aplicações, sendo as mais relevantes na área de gestão de custos, elaboração de orçamento esegurança do trabalho. Com isso, pode-se concluir que existem diversas ferramentas de BIA para a construção civil, comdiferentes aplicações. A maioria dos software foram desenvolvidos para cada caso estudado devido às característicasúnicas do setor da construção. A adoção em larga escala das ferramentas passe pela cooperação entre empresas, entidadesde classe e universidades. Verifica limitações na pesquisa quanto à caracterização das empresas, devido à ausência dessesdados nos artigos analisados. Sugere que os desafios de implementação das tecnologias e as limitações verificadas sejamabordados em estudos futuros.
Palavras-Chave: Business Intelligence e Analytics; Construção Civil; Revisão sistemática da literatura
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1 Introduction
An efficient management is essential to comply with therequirements initially stipulated in a project, such asthe business goals and the expectations of stakeholders.On the other hand, inefficient management can resultin missed deadlines, budget overruns, poor quality andrework (PMBOK, 2017).An important tool to aid in the management is dataanalysis, which provides information to support decision-making through analysis of records of the existingprocesses in organizations, providing important businessmanagement information. In this context, there aredifferent data analysis tools, and the most used arebased on concepts of data warehouse (DW), OLAP (OnlineAnalytical Processing), dashboards, data mining andvisual data analysis. The set of those technologiesfor data analysis is part of the umbrella concept calledBusiness Intelligence and Analytics (BIA), of interest inthis research.BIA tools are known as techniques, technologies,systems, practices, methodologies and applicationscapable of providing, through the analysis of businessdata, a better understanding to organizations, enablingthe decision at the right time (Chen et al., 2012)Such tools are widely used in various industry sectors.In the construction industry, focus of this work, thescenario is different, since there is a considerable gapbetween construction companies and those of othersectors of industry in the search for new technologies andimprovement of their management principles. Therefore,an analysis of the potential benefits obtained with thedeployment of analytic technologies is pertinent, andcan improve the performance of management of thoseorganizations, which usually have archaic proceduresand information systems that fail to provide resourcesto support the strategic decision making.Faced with those facts and seeking to contribute tothe development of construction companies, this paperseeks to investigate the implementation of the tools ofBusiness Intelligence and Analytics to support decision-making in construction, in order to display the usagetrends and enable the development of future work, in orderto present options for companies in the sector, based onevidence obtained in experiences of other companies andexperiments already carried out.The paper is structured as follows: Section 2 presentsthe definitions of BIA and the technologies that comprisethis concept. Section 3 presents a systematic literaturereview, which sought to answer the research questions,whereas Section 4 presents the our conclusions andperspectives.
2 Business Intelligence and Analytics

applications to support construction
management

BIA tools are those that seek to make the managementdata available in useful organizations in the decision-making process and are based on concepts of DW, OLAP,dashboards, data mining and visual data analysis. It is

a recent term, whose definitions have slight differencesbetween researchers in the area (Sharda et al., 2014).The concept of Business Intelligence (BI), whichintegrates the acronym BIA is an umbrella term thatencompasses architectures, tools, databases, analyticaltools, applications and methodologies to provideinteractive access to data (sometimes in real time,enabling data manipulation, providing valuable insightsfor managers to make the best decisions (Turban et al.,2009). Basically, one may say that the BI process isbased on the transformation of data into informationthat becomes decisions, and finally actions (Sharda et al.,2014). Also according to these authors, a BI system iscomposed of four main elements: data warehouse, toolsof data analysis and mining, BPM (business performancemanagement) and an visual and interactive interfacesuch as a dashboard.Many researchers use the term analytics instead of theterm BI (Sharda et al., 2014). Even though many authorshave defined the terms a little differently, some see theterm analytics as the process of development of actionsbased on insights generated by historical data, focusing onthe predictive aspect, differing, in part, from the originalconcept of BI, which focused on understanding what hadhappened and what was happening in organizations.One can say that, as technology advanced, data analysesbegan to generate, for data mining, statistical tools andmodels of visualization, an overview of the behavior of allthe available data of the company. With the perspectiveof the general behavior of the data and the support ofanalytical tools, it became possible to find hidden patterns,with the power to generate predictions of future scenarios,generating new insights. In the 1980’s, the tools focusedon reporting what had happened through statisticalreports of business data, to, in the next decade, evolve toan analysis of the causes of events, through OLAP. In the2000’s, technology has evolved, allowing real-time datamonitoring that could be used by executives, managers,and even operational employees, through dashboards, toimprove the decision-making process. Ten years later,with the development of the concept of Big Data, the focuswas on the prediction and the question to be answered was"what will happen?".With this, the concept of Business Intelligenceincreasingly tends to use analytical tools, focusing on notonly understanding what happened or better viewingwhat is going on in companies, but also enabling theanticipation of actions, in order to maximize futureresults, based on predictions and prescriptions. With this,the present study adopted the term BIA to describe theconcept of study.The technology known as data warehouse is one of thepillars of the concept of BIA and also the oldest of them,dated 1990 (Sharda et al., 2014). In a simple definition, wedescribe this technology as a repository that stores pre-processed and non-volatile data, arising from multiple -and probably heterogeneous - databases (Chau, Anson,Ying and Jianping, 2003). It can be defined as:
“A set of data produced to support decision-making; it is also a repositoryof current and historical data of possible interest to managers across theorganization. The data are usually structured so that they are availablein a format ready for the analytical processing activities (e.g. OLAP, data
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mining, look ups, generation of reports, and other decision-supportapplications). Therefore, a data warehouse is a collection of data drivenby subject, integrated, variable in time and non-volatile, which providessupport for the decision-making process of management”(Turban et al.,2009, p. 57).
Sharda et al. (2014) describe data warehouse as arepository that stores data of potential interest, currentand historical, usually structured so that they are availableto be used in analytical activities, data mining and reports.Data warehouses contain sub groups of data, called datamarts, which can be defined as "a subset of a datawarehouse, which usually consists of a single thematicarea” (Turban et al., 2009, p. 58).Before being loaded into the data warehouse, the dataare extracted and processed, to then be loaded in DWin a process known as ETL (extraction, transform andload) (Panwar and Bhatnagar, 2019). This process is oneof the most important from the data warehouse and itsdevelopment generally consumes 70% of the developmenttime of the solution (Sharda et al., 2014). The ETL processbegins with the extraction of data from one or moredatabases, such as spreadsheets, e-mail, database, amongothers. After the extraction, there is the processing, whichconsists of converting the data extracted from its priorform to the new format in the data warehouse. Finally,the processed data are loaded (Sharda et al., 2014). Thebig difference from the data warehouse in relation toconventional databases in providing data is its structure,which is based on two-dimensional modeling. This typeof modeling has two main models, called star schema andsnow flake schema, being the first one simpler, containingonly one central fact table, surrounded by several tablesof dimension (Sharda et al., 2014, Rehman and Soomro,2020).The fact table usually has a large number of rows, whichcontain the facts to be observed in the reports, such asthe volume of sales, profit margins, costs of production,among other. Dimension tables contain the attributesof the data contained in the fact table’s columns, suchas places of sale, temporal range of sales, sold brands,main buyers, among others (Sharda et al., 2014). Withdata structured in this way, this repository is used asthe data source for the OLAP technology with intuitiveinterface, where the user can observe the data by diverseperspectives, having greater chances of obtaining insightsto make better decisions based on information Ahmad et al.(2004).The OLAP data structure is based on a cube concept,which allows rapid data visualizations. The cube structureallows data to be analyzed almost instantaneously (Shardaet al., 2014), and are often utilized in the decision makingprocess (Ribeiro et al., 2020). Using OLAP, the user cannavigate through specific data, as well as historical data,changing the prospects of visualization (Sharda et al.,2014). In a more current concept, it can be defined asthe set of technologies that enable rapid data processing,presenting them generally as a multidimensional cube(Konikov, 2018). Using OLAP allows making instantlook ups, analyzing slices from the cube, according tothe desired perspective. It is still possible to select subgroups of data, allowing, for example, the analysis ofsales of a certain product in a city, belonging to a region.

The operations that can be used in an OLAP model areslice, where data are selected from a single face of thecube, dice, which allows extracting from a sub cube theselection of two or more faces of the cube, as well asthe operations of drill down, roll up, pivot and rotation,which allow examining the data with greater accuracy orgeneralization, as well as by different perspectives.In the same line of OLAP, but with different and moreintuitive visual, there is the tool known as dashboard,which can be defined as a visual presentation of criticaldata, focusing on aiding executives to make decisions inseconds (Sharda et al., 2014). The dashboards are knownas the front end, term that describes the screen developedfor the end user of the application, where the interactionwith the system is simple. One may also say that:
“Dashboards provide visual displays of important information,consolidated and organized into a single screen to be absorbed quicklyand easily. From the dashboard, it is easy to see, for example, if all KeyPerformance Indicators (KPI) are within the expected performancestandards" (Ferreira et al., 2016, p. 42).
Most of the times, the dashboards "display quantitativemeasures about what is happening. To accelerate theassimilation of numbers, which must be placed in context.This can be done by comparing the numbers relevant toother reference numbers" (Turban et al., 2009, Abou-Ibrahim and Hamzeh, 2020, p. 228), so that one canobserve if the number is good or bad. A practical exampleis the indicator of estimated cost for a particular work step,in comparison to the cost carried out up to the momentof the lookup. It is easy to observe if the process has atendency to meet the planned cost or to burst the budget,demanding urgent actions. In general, a dashboard hasthe following characteristics:
“1. They use visual components (like bars of performance, indicators,gauges, lights) to highlight immediately the data and exceptions thatrequire action; 2. They are transparent to the user, i.e., require minimaltraining and are extremely easy to use; 3. Combine data from multiplesystems and form a single vision, summarized and unified; 4. Enablethe achievement of drill down in data sources or reports, providing moredetails about the comparative and evaluative context that is behind; 5.Feature a dynamic and practical vision with occasional data updates,which allows the end user to be updated about any recent changes inbusiness; and have few or no customized code to implement, deploy andmaintain." (Turban et al., 2009, p. 229).
Finally, another BIA tool is data mining. Thistechnology arose due to the exponential increased volumeof existing data, from the technological developmentand the new habits of humans, increasingly connected.With this, the data became ubiquitous and - in mostcases - without any cost, demanding only complementaryanalysis tools.Data mining can be defined as "a process thatuses statistical and mathematical techniques, artificialintelligence and automatic learning to extract and identifyuseful information and subsequent knowledge fromdatabases" (Turban et al., 2009, p. 153). The data miningmodels consist basically in classification, grouping,association, sequence discovery, visualization, regressionand prediction.The classification is the most common data miningactivity and aims to analyze historical data stored and
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generate a model that can predict the future behavior. Themodel consists of training the algorithm in a data group,expecting the model to be used to predict the classes ofother unclassified records (Turban et al., 2009). The usualclassification tools include neural networks, decision trees,logistic regression and discriminant analysis (Sharda et al.,2014).Another data mining activity is data grouping, alsoknown as data clustering. In this case, the data ina database are divided into segments whose membershave similar characteristics (Sharda et al., 2014). Theassociation is also a data mining activity, which seeksto establish relationships between items that appear ina record, such as items that are usually sold together in asupermarket (Turban et al., 2009).There are also the activities of sequence discovery,which seeks to identify associations along the time andalso the activities of visualization, which, as the namesays, seeks to present an overview of the data throughmining. The activities of linear and non-linear regressionuse statistical tools to design the data to a predictedvalue. Finally, there are the activities of prediction, whichassess future values based on analyses of the data mass,through the projection of temporal series and statisticaltools Sharda et al. (2014). There are several free software ofBIA with the aforementioned tools, which can be marketedwithout adding costs to companies. There are also freeversions of commercial software.In addition to being used in the industrial area, toolsof this type are widely employed in sectors such as E-commerce, through intelligent market, where the dataanalysis systems automatically recommend products ofpossible interest to customers. There are still major use inthe area of health, public safety and governmental systems(Chen et al., 2012).The BIA systems generally used in industries arebased on analysis of structured, pre-stored data fromdifferent systems of business control, allowing a betterdata visualization (Chen et al., 2012).Since the construction industry has uniquecharacteristics, once it demands from field workwhere a large amount of relevant data is generated, whichare stored in various formats, extracting managerialinformation can be a difficult task (Martínez-Rojaset al., 2016). With this, the construction industry hasbeen adopting technologies to mitigate this problem,but more slowly than the other industries (Lam et al.,2010, Ahuja et al., 2010, Majrouhi Sardroud, 2015). Someof the reasons cited for the lower adherence to thosetechnologies include the lack of skills and knowledgeabout the technological tools (Majrouhi Sardroud, 2015,Lu et al., 2015, Viljamaa and Peltomaa, 2014) and theorganizational culture of enterprises (Gajendran andBrewer, 2012).Thus, there becomes evident the potential contributionof the topic of study for the construction sector, inorder to identify which tools of BIA can add value to themanagement of these companies. In addition, the nextsection presents a systematic literature review, whichaims to identify which data analysis tools are used andhow they were applied in the construction industry.

3 Systematic Literature Review
According to Tranfield et al. (2003), Kitchenham (2007),a systematic literature review is a way to identify andinterpret, based on pre-defined parameters, all studiesconcerning a particular topic. The individual studiesevaluated in a SLR are called primary studies, making theSLR a secondary study about the subject.In the management area, the literature review is anessential tool, used to manage the diversity of knowledgeand guide a specific academic investigation (Tranfieldet al., 2003). An effective review creates a solid basis for theadvancement of knowledge, facilitates the development oftheories, limits areas in which research is abundant andreveals areas in which research is needed (Webster andWatson, n.d.). This SLR was conducted according to theguidelines of Tranfield et al. (2003), Kitchenham (2007),and is composed of the following steps: (i) Planning of theSLR; (ii) Development of the SLR and (iii) Reporting theSLR. Next, there us the planning of this review.
3.1 Systematic review planning

According to Kitchenham (2007), the planning of aSLR involves: (i) Identifying the need for a SLR; (ii)Commissioning the SLR; (iii) Defining research questions;(iv) Developing the SLR Protocol and (v), Validating theprotocol. Next, the items (i), (iii) and (iv) are presented,considered the most relevant to understand the work.
3.1.1 Identifying the need for a SLRSince no similar studies were identified, there came thedecision to prepare this systematic review aiming toidentify and summarize the topics that address the subject.The literature review also seeks to gather this informationto allow other authors to conduct their research from thepresent study, which may be used for the deepening oftheir research.
3.1.2 Defining the research questionsAssuming the need for executing a SLR, research questionswere defined to be answered by the SLR. The questionsrelate to the use of technologies for data analysis to supportthe management in construction. With this, one seeks toidentify how the studies report this relationship, whetherby describing which software/technologies have been usedor in which sector and the purpose of their use.Q1. Which data analysis tools have been used in theconstruction area? The purpose of this question is toidentify, in the first place, if there are data analysissoftware/technologies used in the construction industry,to list them, if they exist. Eventually, tools that initiallydid not have BIA characteristics may be identified, butthey might contribute to supplying information to thosetechnologies.Q2. What is the purpose of using these technologies,and in what areas? Identified the software andtechnologies, this question seeks to elucidate in whichstage of the management process they are applied andhow they are used.
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3.1.3 Developing the SLR protocolThe SLR protocol is the step that documents themethodology to be used to carry out the systematicreview. According to Kitchenham (2007), the protocol iscomposed of (i) Definition of databases; (ii) Definition ofthe research strategy; (iii) Definition of the criteria for theselection of primary studies; (iv) Definition of the methodto extract information and (v) Definition of the form ofdata presentation. Next, there are the details of the items(i), (ii) and (iii). The others will be presented in the courseof work.A tool was used to conduct this SLR. It is a softwarecalled LaPES - Software Engineering Research Laboratory(2012), which provides support from the definition ofthe protocol until the extraction and analysis of results.The software allows the bibliographic data of applicantsfor primary studies to be imported in .bib or .ris format,facilitating the initial application of the inclusion andexclusion criteria, which take into account the readingof the titles and abstracts of the works without the need todownload all full articles. In addition, the system generatesrecords of the application of the criteria, as well as of theextracted data, allowing, at the end, the generation of areport in .xls format with data that allow the creation ofcomplementary graphs.Some criteria were defined to choose the databases,namely: Containing studies related to IT, management,technology, construction and allowing searching withBoolean operators. With these criteria, the followingrepositories were defined as databases: ACM DigitalLibrary; Engineering Village; IEEE Xplore Digital Library;Material Science Engineering: A (Elsevier); Science Direct;Scopus and Web of Science, in order to maximize thechances of finding primary studies. Furthermore, theyare well known data bases and globally disseminated.As a research strategy, a search string was built. Asthe same string cannot be used, because the databaseshave mechanisms for advanced search with differentcharacteristics, small adjustments were made to be usedaccording to the databases. The search string is presentedbelow.
("data warehouse"OR "OLAP"OR "dashboard*"OR "businessintelligence"OR "Data mining"or "business analytics") AND("construction management"OR "Construction Planning"OR"construction enterprise*"OR "construction work*"OR"building construction"OR "construction company*")

The SLR was conducted taking into account scientificpapers published from the year 2000, therefore, the periodcovered by the survey comprises approximately 19 years,since the application of the strings occurred in July 2019.With the time range, it was possible to observe the trendsof technological development about the SLR theme overthe years. Some databases allowed restricting the year ofpublication only after applying the search string. In thesecases, the time and study type restrictions were appliedmanually on the page of search results of the database.More details about the inclusion and exclusion criteria ofstudies will be presented below.As selection strategy of primary studies, a set of

inclusion and exclusion criteria was defined based onthe research scope, in order to ensure that only studiesrelated to the SLR subject were chosen. To be included,the study needed to meet one or more inclusion criteria.To be disregarded, needed to fit any of the exclusioncriteria. Below, we list the inclusion and exclusion criteria:
Inclusion CriteriaI1 - The paper addresses Business Intelligence andConstruction directly and not only mentions in the text;I2 - The paper addresses OLAP and Construction directlyand not only mentions in the text;I3 - The paper addresses data warehouse and Constructiondirectly and not only mentions in the text;I4 - The paper addresses Business Analytics andConstruction directly and not only mentions in the text.;I5 - The paper addresses Dashboards and Constructiondirectly and not only mentions in the text;I6 - The paper addresses Data Mining and Constructiondirectly and not only mentions in the text.
Exclusion CriteriaE1 – The paper is not fully available online;E2 – paper is not written completely in English;E3 – paper not related to the area of construction;E4 – The paper addresses BIA software/technologies, butnot related to management in construction;E5 – The paper does not address BIA in construction;E6 – The document is not an paper, being in facta technical report, book or book chapter, proceeding,preface or editorial.
3.2 Execution of the systematic review

This section presents the main steps to develop the SLR:(i) identification and selection of primary studies; (ii)verification of the quality of primary studies and (iii) dataextraction and synthesis of primary studies.
3.2.1 Identification of primary studiesThe identification of candidates for primary studiesoccurred with the implementation of search strings on theengines of advanced search of the respective databases. Atthis stage, there were 1350 candidates for primary studies.After reading the titles, abstracts and keywords, the pre-defined aforementioned inclusion and exclusion criteriawere applied. After this stage, 772 were rejected, 465studies were identified as duplicates and 113 studies wereaccepted for the next step.
3.2.2 Primary studies quality assessmentTo verify the quality of primary studies, newinclusion/exclusion criteria were defined, whichwere applied after a complete reading of the papers. Paperpublished reviewed by peers that responded to at least oneof the questions defined in the SLR were kept. Moreover,there was exclusion of duplicated papers that could not beidentified with just the reading of the title and abstractsummary, due to the small changes made by the authors,imperceptible in the first readings of titles, abstracts andkeywords.
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After applying the criteria for verification of quality ofstudies, 59 scientific papers remained. Table 1 shows theamount of studies for each phase of the selection process.Of the primary studies identified, 37 were published injournals and 22 were published in conferences.
Table 1: Primary studies selected by database repositories

DataBase Candidates Pre-selected Finalresult
Scopus 462 54 28Science Direct 247 13 10ACM Digital 245 11 6Material Science 211 13 8Engineering Village 170 18 6Web of Science 61 4 1IEEE Xplore Digital 11 3 3Total 1407 116 62

Aiming to standardize the nomenclature of studies andat their general presentation,Table 2 and Table 3 presentthe lists with the final studies identified in conferencesand journals, respectively. For studies published inconferences/events, the coding used was E01, E02 andso on. For studies published in journals, the coding usedwas J01, J02, and so on.
Table 2: Conference studies

Year ID Authors2002 E01 Cao et al. (2002)2004 E02 Xiaopeng et al. (2004)2005 E03 Rujirayanyong and Shi (2005)2006 E04 Zhou and Ding (2006)2007 E05 Kim et al. (2007)2007 E06 Vuori (2007)2008 E07 Chang and Guan (2008)2008 E08 Barth and Formoso (2008)2009 E09 Wang et al. (2009)2009 E10 Zhigang and Yajing (2009)2012 E11 Riaz and Husain (2012)2012 E12 Guerriero et al. (2012)2013 E13 Ahiaga-Dagbui and Smith (2013)2014 E14 Gui et al. (2014)2015 E15 Riaz et al. (2015)2017 E16 Kushiro et al. (2017)2017 E17 Seong et al. (2017)2017 E18 Montaser, A. ; Montaser (2017)2018 E19 Girsang et al. (2018)2018 E20 Tianyi et al. (2018)2018 E21 Konikov (2018)2018 E22 Konikov et al. (2018)2020 E23 Çelik (2020)

3.2.3 Data extraction and synthesis of primary studies
After completing the previous steps, the 59 selectedpapers were fully read, searching for answers to thelisted questions. Since each question has a goal, distinctstrategies were defined for each question, as can be seenbelow.

Table 3: Journal studies
Year ID Authors2001 P01 Rezgui (2001)2003 P02 Chau, Anson, Ying and Jianping (2003)2003 P03 Chau, Cao, Anson and Zhang (2003)2004 P04 Wang et al. (2004)2004 P05 Ahmad et al. (2004)2006 P06 Tam et al. (2006)2006 P07 Rujirayanyong and Shi (2006)2007 P08 Moon et al. (2007)2010 P09 Szelka and Wrona (2010)2010 P10 Cheng et al. (2010)2011 P11 Rezaei et al. (2011)2011 P12 Ma et al. (2011)2012 P13 Cheng, Leu, Cheng, Wu and Lin (2012)2012 P14 Cheng, Su and Cheng (2012)2013 P15 Horta and Camanho (2013)2013 P16 Cheng et al. (2013)2013 P17 Fan and Li (2013)2013 P18 Ma et al. (2013)2013 P19 Chong and Phuah (2013)2013 P20 Li and Zhang (2013)2014 P21 Chi et al. (2014)2014 P22 Hammad et al. (2014)2014 P23 Ahiaga-dagbui et al. (2014)2014 P24 Williams and Gong (2014)2015 P25 Shin (2015)2015 P26 Lu et al. (2015)2015 P27 Cheng et al. (2015)2016 P28 Tixier et al. (2016)2016 P29 Huang (2016)2016 P30 Martínez-Rojas et al. (2016)2016 P31 Bilal et al. (2016)2017 P32 Lee and Yi (2017)2018 P33 Zhang et al. (2018)2018 P34 Shin et al. (2018)2018 P35 Ratajczak et al. (2018)2019 P36 You and Wu (2019)2019 P37 Ajayi et al. (2019)2020 P38 Huang and Hsieh (2020)2020 P39 Ghazal and Hammad (2020)

Q1. Which data analysis tools have been used in theconstruction area? Two attributes to be checked weredefined, namely: the data analysis technology used (datawarehouse, OLAP, dashboards or data mining), as well asthe software used. At the end, all software/technologiesidentified in the studies were listed, whether of BIA or tosupport the use of technologies.
Q2. What is the purpose of using these technologies,and in what areas? Again, since this was an exploratoryquestion, the strategy adopted for extraction wasthe listing of the various forms of use of the BIsoftware/technologies in construction identified inthe studies.

3.3 The findings of the SLR

From this section, the results obtained with theimplementation of the systematic review will bepresented.
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3.3.1 Identified tools
The primary studies evaluated presented differentanswers to this question. Initially, the search result waspresented by the software mentioned in the studies.Notably, 27 studies mentioned that the software used wasdeveloped specifically for the problem situation, whichrepresents more than 64.28% of the answers. Secondly,there comes the commercial software, led by Primavera,with. Table 4 shows the responses provided by eachprimary study identified.

Table 4: Software found by study

Software Study IDAccept System P35IBM SPSS P38Matlab E11Microsoft Clustering E11Power BI E23Pentaho E19Primavera E03, P07, P22Qlik E19Rapid Miner P24SAP P12Own Software E01, E04, E08, E10, E12, E13, E15,E17, P01, P02, P04, P05, P07, P08,P09, P11, P15, P16, P18, P19, P20,P21, P23, P27, P30, P32, P37Statsoft Statistica P10Weka P39Wordstat P28

When analyzing the BIA technologies used, Fig. 1 showsthe results. There were 33 records of use of data warehouse,which correspond to 35.48% of the total number of records.Additionally, on 35 occasions, the application of datamining as a tool became evident, which represents 37.63%of the records. For the use of OLAP tool, it occurred on21 occasions, which represents 22.58% of the records.Finally, the use of the dashboards tool was evidenced on 4occasions, which corresponds to approximately 4.30%.
Therefore, the data analysis tool most used in theconstruction industry is data mining, followed by datawarehouse and OLAP, on several occasions used incombination.

Figure 1: BIA Technologies found in the literature review

A more detailed analysis allows affirming - based onthe studies analyzed in the present paper - that the OLAPtool is used only in conjunction with the data warehousetool, since there were no records of both tools alone,confirming, therefore, what the literature states aboutthe topic, since the database for OLAP is always a datawarehouse. Table 5 lists the technologies mentioned instudies and their identifications.
Table 5: Technologies found by study

Technology Study IDData Warehouse E01, E02, E03, E04, E05, E09, E13, E15,E18, E19, E21, E22, P01, P02, P03, P04,P05, P07, P08, P10, P11, P12, P13, P18,P19, P20, P22, P23, P30, P31, P36, P39Dashboards E08, E12, P35Data Mining E02, E04, E07, E10, E11, E13, E14, E15,E16, E17, E20, P06, P13, P14, P15, P16,P17, P21, P22, P23, P24, P25, P26, P27,P28, P29, P31, P32, P33, P34, P36, P37,P38, P39OLAP E01, E04, E05, E09, E19, E21, P01, P02,P03, P05, P08, P10, P11, P13, P19, P20,P22, P30, P31, P36, P39

3.3.2 Identified application area
There are several uses of data analysis for construction,in various sectors and phases in the process of projectimplementation. Fig. 2 presents the obtained results.

Figure 2: BIA application areas found in the literaturereview
It is possible to observe 14 different uses of tools tosupport the management in construction. The areasof preparation of the budgets of works, occupationalsafety and cost management hold the greatest recordsof use, showing, which correspond, in conjunction, toapproximately 55.22% of the total. There were alsoin strategic management, with 8 records, productivitymanagement, with 6, schedule management, with 4, and
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risk management with 3 records followed by knowledgemanagement and waste management, with 2 reports each.In addition to those, there were reports of use in the areasof inventory management, vendor management, qualitymanagement, personnel management and decisionsupport for the preparation of structural design, each onewith 1 record evidenced. Table 6 shows the uses and theirrespective studies.
Table 6: BIA application areas in construction by study
Application area Study ID
Preparation of budgets E03, E10, E13, P07, P08, P12,P16, P19, P22, P24, P29, P30,P38Productivity management E08, E14, E20, P11, P33, P35Quality management P27Costs management E01, E04, E19, E23, P02, P03,P19, P23, P24, P25, P29, P39Inventory management P07Vendor management P19Personnel management E07Waste management P20, P26Risk management E02, P19, P32Knowledge management P01, P19Schedule management E19, P03, P04, P35Strategic management E05, E06, E11, E12, E15, P05,P15, P36Structural project DSS P09Occupational safety E16, E17, P06, P10, P13, P14,P17, P18, P21, P28, P34, P37

In a further analysis, aiming to know more deeplythe modus operandi of construction companies that makeuse of data analysis tools, a relationship was establishedbetween application area and the types of software usedin each one of them, as shown in Fig. 3.Most analyzed occurred through the use of their ownsoftware, i.e., those designed and programmed specificallyfor the company in question. In 13 of the 14 recorded,an own software was used, totaling 32 relationships.Then, there is the use of the software Primavera, relatedthree times to the preparation of budgets and once toinventory management, as the IBM SPSS for budgetpreparation. Pentaho, Power BI, Qlik and Weka wererelated to applications of schedule and cost managements.The SAP was related to the preparation of budgetsand cost management, but only providing data to thedata warehouse, whereas the Statsoft Statistica had anapplication in the area of occupational safety.It is believed that the large number of applicationsdeveloped specifically for each case, to the detriment ofcommercial programs, is due to the fact that most of theseapplications used analytical concepts through data miningapplications, which require greater customization due tothe characteristics of the available data and the objectivespursued with the use of the application.In addition to the relationship between software andapplication, there was an analysis of the relationshipbetween technology and application, in order to identify

Figure 3: Relation between application area and software
the technologies most used for a particular purpose. Thetechnologies considered were dashboards, data mining,data warehouse and OLAP. Fig. 4 shows the relationshipsfound. The interpretation principle is the same used inthe previous image, that is, the larger the diameter ofthe circumference, the greater the number of relationsbetween the application and the technology.We cite as examples of proprietary applications thatmade use of data mining the studies of Chi et al. (2014),which used text mining for analysis of work safety reportsfor the prediction of safety risks in works and Riazet al. (2015) who used the LVQ algorithm for groupingdata in “R” language to obtain predictive informationabout strategic decision making. Both studies focusedon predictions and, like other studies of the type foundin RSL, have great technical complexity for developmentand implantation, which can make the use in small andmedium-sized companies unfeasible.The technologies most cited in the papers were datamining and data warehouse, with 33 and 32 records,respectively. The OLAP and dashboards technologies werealso listed, with 23 and 4 records, respectively. The datamining technology had a greater number of use in the areaof occupational safety in construction, with 10 records,followed by preparation of budgets and cost management.There were also 4 records of strategic management, 3 ofmanagement of productivity and 2 of risk management.Personnel management, waste management and riskmanagement had 1 record each.The data warehouse technology was related to thepreparation of budgets and cost management, with 7 and9 records, respectively, for each use and with 4 records forstrategic management. Use in the schedule managementwere also checked, as well as in occupational safety, with 3records and inventory management, vendor management,productivity management and waste management, withone record each. OLAP was reported with use incost management and preparation of budgets, with
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Figure 4: Relation between application area and software
6 and 4 records, respectively, as well as in strategicmanagement, with 3 records and knowledge managementand schedule management, with 2 records each andvendor management, productivity management, wastemanagement and risk management, with 1 record each.The dashboards technology had use related to productivitymanagement, with 2 records and schedule managementand strategic management, with 1 record each.Finally, seeking to take advantage of the temporalrange used in the systematic review, Fig. 5 shows thetechnologies used according to the analyzed year. Theperiod considered was from 2001 to 2018, since the year2019 was partially covered by the survey, which coulddistort the result presented.From 2001 to 2003, there was no use of the datamining technology, being registered only the use of datawarehouse and OLAP. The first record of use of datamining occurred in the year 2004, with its use increasingsignificantly. However, are they are exploratory studies,from data collected and prepared for mining, such ascase studies, being a small number of those with solutioncoupled to the company’s software.The data warehouse technology was verified in allyears, with the largest number of records in 2013, with4 occurrences. This fact was already expected, since thedata warehouse technology is the basis of the process ofdata analysis, on which other tools are applied.The use of OLAP remained constant over the years, not

being checked publications that reported use only in 2005,2008, 2015 and 2017. Finally, the dashboards technology,the least reported, had records in 2008, 2012, 2018 and2020.
3.3.3 Synthesis of studiesThis section seeks to present an overview about how themain studies have proposed the development of solutionsused, in order to obtain familiarity with the theme, to,then, propose the technical solution to be used in the casestudy.With this, we start introducing the study of (Caoet al., 2002), which describes the combined applicationof data warehouse and OLAP technologies to supportthe cost management in construction by developinga customized solution. For this purpose, they usedthe star schema of multidimensional modeling, whichis a database that allows using OLAP and consists offact tables and dimension tables. While the fact tablescontain quantitative data about data management ofworks, dimension tables contain descriptive data, whichcompose the cube dimensions. With the data warehousedefined in this way, the SQL (Structured Query Language)were created, which relate data between the fact tables anddimension tables, returning the necessary data.(Cao et al., 2002) integrate the OLAP to data warehousedesigned to allow the extracted data to be analyzed as amultidimensional cube, which can be exploited by front-end tools such as Visual Basic, MS Access and MS Excel.(Chau, Anson, Ying and Jianping, 2003) and (Chau,Cao, Anson and Zhang, 2003) also proposed the use ofdata warehouse and OLAP tools for cost management inworks. For this purpose, they proposed a system capable ofacquiring data in different locations, such as databases andexternal files via an ETL. The extracted data were storedin a data warehouse, and, after that, with the use of OLAP,data are used in a front-end tool.Wang et al. (2004) proposed the use of the datawarehouse tool in conjunction with 4D planning softwarein construction. One can say that this 4D softwareincorporates information regarding the progress of thework and the schedule, so that one can observe the three-dimensional construction of the model within plannedspace-time. As the 4D software has a lot of informationin its database, a data warehouse was created, with datain a star schema, containing fact and dimension tables, inorder to respond, at any time, questions like "where wasthe material x applied?"In their study, Xiaopeng et al. (2004) show the use ofdata warehouse technology in the preparation phase ofprocessed data from data mining for risk management. Inthe studied case, the use of association rules was proposed,indicating that the application of data mining remainedjeopardized due to data scarcity, given the nature of theindustry itself.Rujirayanyong and Shi (2005) describe theimplementation of data warehouse for preparationof budgets of works, using Primavera commercialsoftware as a data source. From the database of thissystem, they proposed the steps to develop for thedevelopment of technology and cited as a critical pointin the development of the ETL, acronym for extraction,
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Figure 5: Technologies used between 2001 a 2018
transform and load, a process in which the rules aredefined to acquire data in databases, preparation andloading in data warehouses, as presented in the theoreticalframework of this work.In another study, Rujirayanyong and Shi (2006)proposed the use of a data warehouse in conjunction withthe database of the Primavera software for the preparationof budgets of works by inventory management. Throughanalysis of historical data, they developed a datawarehouse comprising 16 dimension tables and 10 facttables with data extracted through an ETL. One of thedimension tables included data such as the material’sname, the unit of measurement and identification codes.Finally, they concluded that historical data can helpmanagers make better decisions in construction. Onthe other hand, the difficulty cited by them regards theexistence of a model ready for each company, which shallschedule the solution according to one’s needs.Zhou and Ding (2006) demonstrate the application ofdata mining tool in conjunction with the data warehouseand OLAP tools. In their work, they proposed anarchitecture that uses data mining to bring insights for thecost management of works. Overall, the proposed schemeconsists of databases, data warehouses and data marts,OLAP servers and front-end tools.The work ofMoon et al. (2007) used the data warehouseand OLAP tools for the project’s budget preparation.Through statistical analysis of historical data, it cangenerate data that have improved the cost estimates offuture works, with levels of uncertainty calculated.Kim et al. (2007) propose the use of data warehouse andOLAP tool for strategic management in construction. Todo this, they describe the management process in 5 steps,which include measures, storage, analysis, report andaction. In Step 1, through the use of the Balanced Scorecard(BSC), measurable indicators are defined, associated withthe data. At this stage, the weights for each criterionwere also defined. In Step 2, storage, a data warehouse

is used. In Step 3, there was a predicted use of OLAP,which allowed, by the data stored, the composition of thedata cube, which allowed the slicing and visualization ofdata according to users’ needs. In step 4, reports, visualinformation of the data was generated in .XML format,without the need for additional programming. Finally, instep 5, the data collected and analyzed were used to supportthe strategic decision, through search tools, comparisons,history, among others.
Cheng et al. (2010) proposed the use of data warehouseand OLAP tools, in conjunction with the software StatSoftto find cause and effect relationships in records ofoccurrences of accidents at work. In this context, 1,347reports of accidents were analyzed, recorded betweenthe years 2000 and 2007. After the implementation ofstatistical tests in the sample data found, OLAP was used tofind the data distribution and find correlation coefficientsof attributes. At the end, data revealed the main factorsthat affect the causes of accidents, including the type ofconstruction, the size of the company, the experience ofworkers, failure in the use of safety equipment, lack ofsafety infrastructure (scaffolding, platforms etc.), amongothers.
The following year, Rezaei et al. (2011) proposed theuse of the data warehouse and OLAP tools to develop asystem for the management of employees’ productivityin construction companies certified with ISO 9001. Thesystem of web platform used the data warehouse tool tocollect data from the ongoing processes to measure theperformance of employees and OLAP to view the data. Inaddition to those tools, the computerized system scannedthe process of quality management and systematizedthe communication within the company. After thedeployment of the system in two companies, the authorsmanaged to identify cost reduction of 50.00% in theadministrative area of construction companies, as well asthe reduction between 40 and 60% at the time of executionof the activities.
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Ahiaga-dagbui et al. (2014) proposed the joint useof data warehouse and data mining technologies forpreparation of budgets of works. For this purpose, theyinitially analyzed the characteristics of the available data,through clustering. After identifying patterns, they chosethose without significant amounts of missing data andoutliers to compose the initial database. On these data, thebootstrap and artificial neural networks techniques wereapplied, considered by authors to be the most appropriatefor the data found, which have non-linear variables. Afterthe analysis of 1,600 works carried out between 2004and 2012, 15 cases were selected for analysis by stratifiedsampling for the final test of the model. The rest of thedata was divided in the ratio 80:20 for training and testingof the network, respectively. Among the models proposed,the one with the best performance managed to estimatethe cost of the work with an error of only 3.67%.Hammad et al. (2014) made use of data warehouse toolsto discover knowledge in databases of the constructionindustry, with a DW of snow flake modeling and datamining techniques based on data grouping. In thisway, they managed to obtain information about thecharacteristics of the productive process, as well aswere able to generate information for decision making.Meanwhile, Williams and Gong (2014) used an algorithmto classify data to create a prediction model of overflows ofbudgets of works. In addition, they used text mining toolsand achieved an accuracy rate of 43.72%.Shin (2015) presented the results of the application ofthe mining technique of the regression trees category forthe preparation of estimates of the costs of constructionof buildings. After determining the factors that affect thecost of a work, selecting the data and applying the modelon data from 234 works carried out, the error rate obtainedranged between 5.8 and 6.05%, slightly better than theerror rate obtained with the use of model based on neuralnetworks.Riaz et al. (2015) demonstrate the use of data warehouseand data mining tool to provide a tool to support thestrategic decision. For this purpose, they propose theuse of the LVQ algorithm (learning vector quantization)modified for data grouping of various works, in order tofind insights that can help in the decisions of works inprogress.Girsang et al. (2018) also proposed the use of datawarehouse and OLAP tools, in conjunction with thesoftware Pentaho. With the support of this software, anETL was configured to provide data that were arrangedin a star schema in the data warehouse. With thesedata organized, they used the OLAP tool for analysis andcreation of dashboards that helped in the decision makingprocess.Finally, Ghazal and Hammad (2020) propose the use ofdata mining tools, to build a model capable of predictingconstruction costs and eventual budget extrapolations.For that, they used the Weka software, where techniquesimplemented in it were used in the tasks of grouping andclassifying data. Finally, he obtained a model capable ofestimating the costs of a work with a reasonable accuracyof 60.87The methodologies used by the authors presenteddifferent ways of applying BIA technologies and tools.

In the studies presented, important information forthe decision-making process was generated. It wasdemonstrated, therefore, that the analytical applications,whether commercial or developed specifically for eachorganization, have great potential for contribution to thecivil construction sector.
4 Conclusions

The main objective of the study was to obtain an overviewof the use of the BIA tools to support the management inthe construction sector from the answer to both researchguiding questions of the SLR.The development of this systematic review allowedverifying the existence of different types of software andtools used in various sectors and phases of projects. Forquestion 1, “Which data analysis tools have been used inthe construction area?", it was possible to observe theuse of the software Accept System, IBM SPSS, Matlab, MSClustering, Pentaho, Power BI, Primavera, Qlik, RapidMiner, SAP, Statsoft Statistica Weka and Wordstat, butmore than 64.00% of the software types checked werenot commercial and had been specifically developed foreach company. It is believed that the large number ofsolutions developed specifically for each case is due to thecharacteristics inherent to the construction sector, whichis known to involve field work, in temporary locations andwith large data production in different formats Martínez-Rojas et al. (2012).On the other hand, analytical applications, especiallyBIA applications, were originally developed to provideexecutive information Negash and Gray (2008), whichwould justify the need to develop alternative and adaptedsolutions, since commercial software would not be able tofully serve the construction sector. Cao et al. (2002) statedthat the fact that the works were temporary and specific,that is, different from each other, required different formsof use for BIA tools, proposing a use with short-termvision to the detriment of the use for long-term strategiclevels, as usual. Another possible justification, based onthe fact that 70% of the records of use of own softwarewere verified in articles published in journals, is that thistype of study has a higher chance of publication, to thedetriment of presenting results of the use of commercialtools. As for the technologies, there were frequent uses ofData Warehouse, Dashboards, Data Mining and OLAP.For question 2, "What is the purpose of using thesetechnologies, and in what areas?", it was possible toobserve 14 different applications, and the main formsof utilization of BIA technologies for managementsupport were preparation of budgets of the works, costmanagement of works in progress and in the area ofoccupational safety. In addition to these, there werealso uses in the areas of knowledge management,risk management, strategic management, schedulemanagement, productivity management, inventorymanagement, vendor management, waste managementand structural design.In a further analysis, which crossed use dataversus software used, it was possible to observe that, forpreparation of budgets, productivity management, vendor
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management, waste management, risk management,cost management, knowledge management, strategicmanagement, occupational safety and structuraldesign, the use of a software developed specificallyfor each company predominated. As for the use forschedule management, the use of commercial softwarepredominated.In addition, when relating use versus technologies,it was possible to verify that the tools focused onoccupational safety, preparation of budgets and costmanagement of works usually made use of Data Miningin conjunction with Data Warehouse and OLAP. Theseresults reveal that BIA technologies are used in differentsectors of Construction, transcending the area of financialmanagement and supporting even the productionprocesses.With the technological development increasinglyaccelerated and an economic scenario with increasingcompetition, it can be argued that the use of thesetechnologies will be a determinant factor for constructioncompanies to remain in the market in the long term.Furthermore, a change of culture for managers of theconstruction sector is necessary for this to occur so widely.Further analyses may be necessary to understandthe technical requirements for implementation of thetechnologies mentioned in companies, since this workpresents a broad overview of the scenario, not deepeningin the technical area, for reasons of limited scope.In the primary studies identified, the authors citethe benefits of using these technologies. Future workscan assess the challenges of deployment, as well as thelimitations found in the use of BIA tools in constructioncompanies.
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