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Abstract
Estate agents value properties, suggesting a price based on their experience and market data, whereas engineers evaluateproperties, performing calculations, structural assessments, and property conservation. Nevertheless, specialisedtechnology combining the technical expertise of both professionals can be created to define a valuation range fora specific property. This study presents the application of intelligent classification algorithms, namely, k-nearestneighbour (kNN), artificial neural network multilayer perceptron (MLP), and support vector machine (SVM) algorithms,and teaching-learning-based optimisation (TLBO) as the input selector. The algorithm developed in this study can beused in three neighbourhoods of the city of Juiz de Fora, Minas Gerais state, Brazil, to classify the price of a propertyin ranges varying from A to F with 75-millisecond classification speed and 82% accuracy. The system can serve toguide and assist estate agents and engineers in their assessment, thus facilitating the work of these professionals byincorporating the techniques of both in their sales analysis, since the work was formed with real properties sold in theJuiz market.
Keywords: Properties; intelligent algorithms; neural networks; TLBO; kNN; SVM
Resumo
Os corretores imobiliários avaliam os imóveis, sugerindo um preço com base em sua experiência e dados de mercado,enquanto os engenheiros avaliam os imóveis, realizando cálculos, avaliações estruturais e conservação do imóvel.No entanto, pode-se criar tecnologia especializada combinando o conhecimento técnico de ambos os profissionaispara definir uma faixa de avaliação para um determinado imóvel. Este estudo apresenta a aplicação de algoritmos declassificação inteligente, a saber, k-neest neighbor (kNN), rede neural artificial multilayer perceptron (MLP) e algoritmosde máquina de vetor de suporte (SVM), e otimização baseada em ensino-aprendizagem (TLBO) como o seletor de entrada.O algoritmo desenvolvido neste estudo pode ser utilizado em três bairros da cidade de Juiz de Fora, Minas Gerais, Brasil,para classificar o preço de um imóvel em faixas que variam de A a F com velocidade de classificação de 75 milissegundose 82% precisão. O sistema pode servir para orientar e auxiliar agentes imobiliários e engenheiros em sua avaliação,facilitando assim o trabalho desses profissionais ao incorporar as técnicas de ambos em sua estrutura, já que o MLP foiformado com imóveis vendidos no mercado de Juiz de Fora.
Palavras-Chave: Propriedades, algoritmos inteligentes, redes neurais, TLBO, ANN, kNN, SVM
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1 Introduction
Estate agents play an important role in property markets.They use their local market knowledge to link informationbetween potential buyers and sellers. Hence, estate agentsuse their information as leverage to reduce researchcosts and to find the best possible prices for their clients(Agarwal et al., 2019).Thus, estate agents are able to buy at lower prices oreven increase their sales profitability. An explanation ofthese effects is related to information asymmetries inthe property market. In other words, estate agents haveinformation advantages over less informed stakeholders.In this context, data can become information, in turn,can represent knowledge. Currently, various types of dataare generated and captured very quickly, but convertingthese data into information and knowledge is not an easytask. For this reason, new fields are emerging and gainingmarket share, such as data science.Previous studies have produced various models toautomatically estimate property value. These modelsinclude techniques based on statistics, machine learning,and artificial neural networks. More complex modelsare based on vision using internal, external, and satelliteimages (Nouriani and Lemke, 2022). Soltani et al.(2022) incorporated spatiotemporal dependency to defineproperty prices using a regression model. Baur et al.(2023) used nonparametric property description-basedmachine learning models aimed at creating covariates forthe learning model.While each of these methods has its own advantagesand disadvantages, artificial neural networks have beenshown to be effective in predicting property value as theycan handle large amounts of data and learn complex,nonlinear patterns Borba et al. (2022); Domingos et al.(2022).However, artificial neural networks can be sensitive tothe choice of input parameters, which can significantlyaffect the performance of the model. To overcome thisproblem, the TLBO algorithm was used in this study todefine input parameters in classifiers Ziyad Sami et al.(2022).Thus, the input vectors were different for eachindividual, and the solution adopted to evaluate eachindividual was to vary the size of the input layer whilekeeping the number of neurons in the hidden and outputlayers constant. This way, the study was able to evaluateeach individual accurately and effectively, allowing formore precise results in predicting property value.Therefore, the aim of the present study is to applyintelligent algorithms, along with an optimizationalgorithm, in the property market to convert data intoinformation and knowledge and to verify which of thesealgritomes suited a small bank in order to be implementedin a model of short term memory. Given the constantoscillation of the real estate market in the region of Juizde Fora, Minas Gerais, Brazil. By implementing TLBO, itbecomes possible to adapt the algorithm during training,which in turn eliminates the requirement to use long-termmemory. For this purpose, a small database extractedfrom the internet was created and promptly convertedinto a price range for a specific property using three

main techniques: an artificial neural network multilayerperceptron (MLP), a support vector machine (SVM), anda k-nearest neighbor (kNN) algorithm, as well as analgorithm based on learning behaviors as an input selectorcalled teaching-learning-based optimization (TLBO).
2 Theoretical background

2.1 Property prices

Property pricing dynamics stand out for several reasons.Owner-occupied houses account for most private sectorwealth. In addition, housing prices can have a majorimpact on the distribution of economic well-being andare important in explaining household savings andconsumption. From a theoretical standpoint, theserelationships are not so clear because the increase in assetprices also implies an increase in renting costs, whichtends to offset the impact on real wealth using an adequatecost-of-living index (Englund and Ioannides, 1997).
A set of economic and socio-cultural factors affect thehome buying decision, which is made as a function ofa local and specific property market (Levy et al., 2008).In the literature on residential mobility, price settingis directly linked to cost of living, demographic effects,supply/demand in a given region, total square footage of aproperty, number of bedrooms, rental price and regionalbusinesses, which determine the value in the purchasedecision (Hoesli and Oikarinen, 2019) (Bourassa et al.,2019; Iacoviello, 2005).
Residential estate agents use certain business tacticsto set the price of a specific property. The list price isfrequently discussed in a narrative that describes the sellerpreferences or the expected price of a specific property.If the price is lower than the market value, the propertyis more quickly sold; in contrast, if the price is higherthan the market value, the sale may be delayed or evenprevented (Hungria-Gunnelin et al., 2019).

2.2 Teaching-learning-based optimisation
(TLBO)

TLBO is a population-based method that simulatesclassroom behaviours to find a global solution to a problem.This algorithm is divided into two parts. The firstconsists of the ‘teacher phase’, and the second consistsof the ‘learner phase’. In the teacher phase, learningoccurs through the teacher, which is the best set ofparameters, and in the learner phase, learning occursthrough interactions between learners (Rao et al., 2011).The advantage of this algorithm is the need for little inputdata for its configuration and its faster convergence thanother well-regarded optimisation algorithms, such asgenetic algorithms (GAs) and particle swarm optimisation(PSO) (Magalhaes et al., 2017).
The Fig. 1 illustrates the basic flow chart of TLBOimplementation.
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Figure 1: Flow chart for a basic TLBO.
2.3 K-nearest neighbour (kNN)

The kNN algorithm is the simplest and most commonclassifier of all machine learning algorithms. Its trainingmethod consists of storing the properties of a given datumand classifying it as previously specified. Thus, whenanalysing a new input parameter, the algorithm analyses kresults near the parameter to classify it (Kim et al., 2012).Within a given distance and k number of neighbours,the most frequent classification is the classification ofthe parameter analysed by the algorithm. The parameterclassification process is similar to a voting process,

whereby the parameter under analysis is classified basedon the most representative class (Tahernezhad-Javazmet al., 2018).Two factors determine the success of the kNN, namely,the number of neighbours and the distance calculationmethod. At low k values, the model may suffer fromoverfitting, impairing the generalisation of the method.Another factor that may reduce the performance of themethod is the dimensionality of the parameters. As inputdimensionality increases, efficiency decreases (Chen et al.,2015). To improve the functionality of the algorithm,TLBO reduces the dimensionality of the problem. TheFig. 2 illustrates the impact of K parameter on the classifierperformance.

Figure 2: Impact of parameter k on the type classifierKNN, (Tahernezhad-Javazm et al., 2018)

2.4 Artificial neural network multilayer
perceptron (MLP)

An MLP is a classifier inspired by brain connectionsbetween neurons. An MLP can be divided into threesectors, namely, an input layer, where input data areentered into the network; a hidden layer, which extractscharacteristics of the problem under study; and anoutput layer, which presents the final results from thenetwork. Such a network has a feedforward architecturein which information flows through the network in asingle direction, from the input layer to the output layer.Each layer consists of nodes, which represent neurons,with weights assigned to each connection between twonodes. When calibrated, the weight provides the necessaryinformation on the problem. The connections betweennodes represent synapses (Naik et al., 2016).Because an MLP has nonlinear characteristics and thenetwork topology can be easily changed, this classifieris highly flexible in analysing the most diverse problems.However, this method requires an appropriately choice forthe number of neurons in the hidden layer (Tahernezhad-
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Javazm et al., 2018).The MLP architecture consists of an input layer, oneor more hidden layers (which process data and transformnonlinearly separable problems into separable), and anoutput layer.Several algorithms are available for calibrating theweights of the MLP network. In this study, the back-propagation algorithm or generalised delta rule was usedbecause this technique has already been widely appliedand commonly implemented in neural network libraries.The activation function used for the neurons was ahyperbolic tangent for the input and hidden layers anda linear function for the output layer. Its architectureis composed by input layer, one or more hidden layers,where occurs data processing and transform non-linearlyseparable problems in separable problems and output layeras illustrated in Fig. 3.

Figure 3: MLP network with two hidden layers, (Marqueset al., 2019)
As the study aimed to predict property prices based ona small database extracted from the internet, multilayerperceptron (MLP) was chosen as a suitable algorithm dueto its ability to learn complex non-linear relationships indata and handle large datasets. The study used the TLBOalgorithm to define input parameters for the classifiers,and the solution adopted to evaluate each individual was tovary the size of the input layer while keeping the numberof neurons in the hidden and output layers constant. Thisapproach allowed for different input vectors for eachindividual, ensuring accurate evaluation.

3 Support vector machine (SVM)
An SVM algorithm classifies information based on theseparation of data from different classes by defining anarrow margin and thus establishing a hyperplane thatseparates the two classes of data. The search criterion is tofind the hyperplane that is the longest marginal distancefrom the data close to the hyperplane. These data or pointsin a coordinate system are known as support vectors.Assigning kernels facilitates increasing the complexityof the method and can be used to classify nonlinearlyseparable data (Paik and Kumari, 2017). The assignmentof kernels makes possible to increase the complexity ofthe method, being possible to use in the classification ofnon-linearly separable data as illustrated in the Fig. 4The main advantage of the SVM algorithm is itsrobustness against overfitting and the possibility

Figure 4: Classifier SVM with nonlinear hyperplane,adapted from (Tahernezhad-Javazm et al., 2018).
of analysing data with high dimensionality withoutdecreasing the performance of the algorithm. Additionally,it requires few samples for training compared to thedimensionality of the input data (Tahernezhad-Javazmet al., 2018).

To configure the separation criterion through thehyperplane, the SVM has a control parameter thatenhances the performance of the classifier. ParameterC determines the fitting condition of the problem. HighC values may lead to model overfitting. When the Cvalues are low, the model may violate marginal distancesand fail to classify some data, resulting in underfitting(Tahernezhad-Javazm et al., 2018).
3.1 Confusion matrix and receiver operating

characteristic (ROC) curve

The confusion matrix is a matrix used to store the results,calculating the sensitivity of the quality achieved by eachpredictor (Lopes et al., 2014). Confusion matrix analysisaccording to Eq. (1).

Sm = VP
VP + CFN (1)

where VP is the number of true positive cases, CFN isthe number of false negative cases and Sm represents theproportion of positives that were correctly identified.
Through concepts of quality sensitivity and specificity,the accuracy of a diagnostic test can be graphicallydescribed by plotting the ROC curve. The specificityconsists of the probability of the test finding negativeresults that are truly negative, and this probability iscalculated using Eq. (2) and its representation in matrixform can be illustrated in the Fig. 5 and its representationin graphic form can be illustrated in the Fig. 6.
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Figure 5: Confusion matrix analysis, adapted (Marqueset al., 2019)

Figure 6: Analysis curve ROC, adapted (Marques et al.,2019)

Figure 7: Data classification steps.

Sr = TN
FPN + TN (2)

where FPN is the number of false positive cases, TN isthe number of true negative cases and Sr is the percentageof the area under the curve.
4 Method
The method consisted of searching for properties in thecity of Juiz de Fora, Minas Gerais, Brazil. The search wasfiltered for professional sellers available for consultationon the OLX (OLX, 07/18/2020 to 07/22/2020) platform anddesigned for a database of ten different neighbourhoods(50 properties in each neighbourhood).The classification steps are presented in Fig. 7. Next,each step is individually discussed.
4.1 Database

The following data were collected: neighbourhood,number of bedrooms, garage, number of bathrooms,total square footage, whether the home is a house or an

apartment, and whether there is a condominium fee, inaddition to an external search for the number of largemarkets within 2 km of the property and the value thatdetermines the property price. The database totalled150 properties, of which 70% were used for training and30% for network validation. All data were collected from18/07/2020 to 22/07/2020 to avoid abrupt changes in themarket and were available in a range of up to 30 days. Toprevent data distortion, the property values were dividedinto six range categories, which were analysed and definedas the solution to the algorithm.
4.2 Dimensionality reduction

After the database was collected and simple characteristicswere extracted, a dimensionality reduction methodwas applied to assess whether all entries were actuallyimportant for the classification process and thus reducethe dimensionality if necessary.The TLBO algorithm was used for this purpose,identifying the choice with the best performance. Fig. 8shows the basic flowchart of the TLBO algorithmimplemented for the present problem.In this study, each of the 8 TLBO algorithm entriesindicates whether a datum is chosen as an entry in theclassifier or not. However, the TLBO algorithm, unlikethe binary GA, does not make it possible to analyse thecharacteristics of the individuals with constant valuesof 0 or 1. Such an analysis requires adjusting theindividuals of the TLBO algorithm to the selection or notof characteristics.This selection was defined as follows: individualswere created with random values of 0 or 1 in the initialpopulation, but after the teacher and learner phases werecomplete, negative values outside the range of 0 to 1 startedto appear. Thus, the individual was redefined to returnit to the initial range by obtaining the absolute value ofthe negative values and by adjusting values greater than1, including the absolute values, to 0.9, to increase thevariability in the TLBO processing.After this step, selection could be performed usinga characteristic selection threshold value, and if anindividual position was greater than this threshold, thisinput characteristic was chosen.The creation of the initial population was also modified:individuals were created with an increasing number ofselected characteristics, from a number of characteristicsof practically zero to a high number of selected entries.Despite increasing in number, the characteristics werestill selected at random. This helped the TLBO search forgood solutions with low numbers of entries, broadenedthe search space, and accelerated the identification of goodcandidate solutions. The classifications (Class) were giventhrough Eq. (3):
Class = AC – 0, 1 ∗ Ni (3)

where AC corresponds to the accuracy and Ni is thenumber of individuals. The variable minimised thenumber of accumulators used; that is, if two individualshad the same accuracy rating, the individual with fewer
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Figure 8: Data classification steps.
elements had a higher rating.
4.3 Classification method

Many studies have used different algorithms, such asANNs, SVMs, and fuzzy logic, to solve similar problems. Inthis study, three main algorithms were used, SVM, MLP,and kNN, under different configurations to compare theefficiency of each choice with regard to the number of

correctly classified data and the number of individuals.
4.4 Validation of the classification models

The TLBO cost function was defined as the accuracy ofeach classifier minus an applied penalty, defined in Eq. (3).This accuracy is the percentage of hits of the model for aset of test data. Although the division of the database intoa training set and test set is indicated for model validation,only one division does not ensure that the classifier iseffective in generalising new data because there is a chancethat a data division and data mixtures are obtained thatmay favour high percentages of hits in the model for theconfiguration used. In addition, classifiers such as neuralnetworks initialize their synaptic weights at random andare able to derive a model considered ideal only for theparticular set of training and test data used.These optimal random classifiers with highpercentages of hits could disrupt the dynamics ofthe TLBO, influencing the convergence of individualsin the population towards the set of entries used in theclassifier.To avoid this type of random classifier, the stratifiedk-fold cross-validation technique was used.This technique consists of dividing the database intok parts, with the classifier using one of the K parts as atest set and the remaining parts as training sets. Thisprocess is repeated until all k parts have been used as atest set and the rest as training sets, thus returning anaverage of the percentages of hits of the test and trainingsets. In addition, the stratification process ensures that allpossible classification classes are present in the test sets inthe same proportion, effectively testing the classificationcapacity of the classifier.In this study, the database was divided into three parts.Each classifier was trained three times with 66.6% of thedata and validated with 33.3% of the data, returning theaverage percentage of hits of the training and test data tothe TLBO algorithm, thus helping to choose a good set ofentries and a good classifier configuration.The algorithm output was bounded by six rangesdenoted A through F, where A includes properties pricedfrom 80,000 to 125,000; B properties from 130,000 to185,000; C 190,000 to 245,000; D 260,000 to 315,000; E320,000 to 375,000; and F above 380,000 Brazilian reais.
4.5 Comparison method

Two main methods of visual comparison were used toindividually analyse the results, namely, the confusionmatrix and the ROC curve, which standardised the MLP,SVM and kNN evaluations.
5 Results and discussion
The TLBO algorithm and the classifiers were configuredas follows: the TLBO used, in all cases, 20 individualsand 20 iterations for convergence. The kNN classifierused 10 neighbours for classification. The MLP neuralnetwork had a learning rate of 0.001, a moment of 0.9, and10 neurons in the hidden layer. The SVM used the linear
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Figure 9: Comparison of the evolution of the classifier over time during training.

Figure 10: ROC curve comparison.
kernel and penalty parameter C equal to 1.Analysis of the evolution graph shows that the MLPhad the highest percentages of hits of all classifiers duringtraining, reaching 70% during training, according to thegraph in Figure 8. In the test using unknown data, theMLP neural network performed much better than theother models, reaching an average accuracy of 82%, muchhigher than the accuracy of the other models, as shown inSection 5.For all tests performed (with all properties), theaccuracy curves were constructed by iterating the TLBOand ROC, in addition to the confusion matrix. The curvesand confusion matrix are shown in Section 5, Section 5,and Section 5, respectively.When comparing this work with existing works,considerable advantages can be observed over othermodels previously applied to solve the proposed problem.It was observed that the best results were obtained throughthe RNA/TLBO algorithm, so the comparison will be madeusing this algorithm in relation to existing works so far.The first strong point of the proposed methodologyis the elimination of the need for long-term memory,compared to other methodologies presented so far, asdescribed in Baur et al. (2023) and Gao et al. (2022).Furthermore, it was observed that (Gao et al., 2022)divides its sample space into smaller quantities ofproperties to support its research, validating the

observation of a smaller number of individuals within adatabase.When comparing the results, we found that theproposed algorithms obtained errors around 17%.Although the algorithm proposed in this work has highererrors, with an average of 22%, it is important to notethat it is better suited for groups of properties worthmore than R$ 190.000, where it presented errors lowerthan 17%, decreasing further for clusters of higher value,reaching 14%, due to the clustering of the system. Thisreduction in error can be attributed to the presence of alarger number of relevant factors for houses worth morethan R$190,000.
6 Conclusion
Among the classifiers used in this study, the MLP neuralnetwork, used together with the TLBO algorithm toreduce the input dimensionality, showed the best results,reaching extremely low numbers of inputs and highpercentages of hits for the studied individuals. Despite thegood results, the computational cost to find such results,approximately 6 hours in a 3.6 GHz i7-7700 computerwith 8 Gb of memory, hinders its use as a classifier.However, after training, the model was found to be veryagile in classifying an unknown property, with an averageresponse time of approximately 75 milliseconds and an
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Figure 11: Confusion matrix.
accuracy of 82%.The system can direct and assist an engineer and estateagent in their evaluation, thus facilitating the work of bothprofessionals by linking the two techniques to its structurebecause the system was trained with real properties soldin the Juiz de Fora market.Future studies should conduct tests with differentneural network architectures and parameters since theMLP showed the best results and perhaps use a classifierdecision committee, considering the same set of inputparameters for all properties.Some adaptations can be made to the proposedalgorithm in order to improve its performance. One ofthese adaptations is the reduction of the cluster range,which would allow for a better segmentation of propertiesaccording to their characteristics. This would enable anincrease in the number of clusters, resulting in greaterprecision in predictions.Another important adaptation is the increase in thedatabase and automatic collection of pricing data. Thiswould allow the algorithm to be fed with a greater amountof information, making predictions more precise andreliable.To make the algorithm functional and applicable inthe real estate market, it is suggested that it be capableof constantly updating its training. One way to achievethis would be to use an LSTM (Long Short Term Memory)type algorithm, which is capable of learning from datasequences over time. This way, it would be possible to useTLBO in the input of predictor parameters, ensuring betterprediction accuracy.
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