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Abstract
Internet interaction environments such as social networks transfer large-scale textual data that implicitly carry thewriting styles of each network user. Given the constant and intense flow of information through information systems ofthis type, it is necessary to develop techniques that can distinguish a text between two candidate authors for reasons of,for example, avoiding the return of users banned from the platform. This paper addressed and evaluated different waysof performing authorship attribution through natural language processing and machine learning, based on commentsin Portuguese extracted from Reddit social network. This paper aims to update the authorship attribution literatureusing Portuguese as the primary language given the scarcity of updated works in this language. The results of severalviable methods for the task of binary authorship were exposed and evaluated in the question of feasibility according totheir statistical significance, achieving two independent models in the same confidence interval that reached 0.88 ofF1-score and 0.94 of AUC with extraction of textual attributes through BERTimbau embeddings and through TF-IDF ofwords.
Keywords: Authorship Attribution; Natural Language Processing; Machine Learning; Social Networks; Text Mining
Resumo
Os ambientes de interação da Internet, como as redes sociais, transferem dados textuais em larga escala que carregamimplicitamente os estilos de escrita de cada usuário da rede. Dado o fluxo constante e intenso de dados nos sistemas deinformação deste tipo, torna-se necessário desenvolver técnicas que consigam distinguir um texto entre dois candidatosa autores por motivos de, por exemplo, evitar o regresso de utilizadores banidos da plataforma. Este artigo abordou eavaliou diferentes formas de realizar atribuição de autoria por meio de processamento de linguagem natural e aprendizadode máquina, com base em comentários em português extraídos da rede social Reddit. Este artigo visou a atualizar aliteratura de atribuição de autoria usando o português como língua principal, dada a escassez de trabalhos atualizadosneste idioma. Os resultados de vários métodos viáveis para a tarefa de autoria binária foram expostos e avaliados de acordocom sua significância estatística e foram encontrados dois modelos independentes no mesmo intervalo de confiançaque atingiu 0,88 de F1-score e 0,94 de AUC com extração de atributos textuais a partir de embeddings BERTimbau eutilizando de TF-IDF de palavras.
Palavras-Chave: Aprendizado de Máquina; Atribuição de Autoria; Mineração de texto; Processamento de linguagemnatural; Redes sociais

1 Introduction

Social Networks are online environments in which userscan, in a simple way, create a user account and carry outconversations with other members of the network. The

facility creating an account and the attraction for moreusers to a social network can also be a problem for itsmanagement, given that banned users can return to theplatform and contribute, for example, to the proliferation
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of fake news.Reddit is a social network recognized for the anonymitygiven to its users. The recommendation of posts andcomments from this system is based on the numberof people who liked some content versus those whoexplicitly reported that they did not, leading to a range ofpublications with sensational headlines, making Reddit anetwork known for spreading rumors that are sometimesnothing more than fake news.The idea of this social network is to allow users tocreate and participate in communities on a specific topic,known as subreddits. Users can then post and commenton different subreddits, on topics such as politics, movies,and pets, according to the subreddit’s purpose.Given the characteristics of Reddit, where it is possiblethat there are many users who discuss similar subjects inspecific communities, expanding the feeling of freedomof expression with anonymity, this social network (oronline discussion forum) is presented as a source ofinteresting data for training and testing authorshipattribution methods. In addition, automatic ways ofidentifying authors by text can be very useful in this typeof network to help, for example, hold a user accountablefor the continuous violation of platform rules or locallegislation and identify multiple profiles of the same user.Authorship attribution is the task of recognizing theauthor who wrote a text through his writing style, andto perform attribution in an automated way. Naturallanguage processing and machine learning techniquesare used. The application of such methods is varied,and so is the way of approaching problems. Asan example of application, there is the detection ofplagiarism, identifying which writing styles of a textare not compatible with what is expected of an authorthrough authorial detection. Another application is therecognition of socioeconomic characteristics through theresult of author characterization algorithms, which inturn recognize the patterns of different groups segmentedthrough the characteristics studied.Research on authorship attribution in Portuguesecontains few updates regarding the computationaladvances made in recent years with more advancedtextual classification techniques using neural networks.Still, an evaluation of the performance of differentmethods for classifying authors in this problem isimportant to identify if an technique really has asignificant result, and if simpler and faster techniquescan be equivalent, even facilitating the explanation of whya text has been assigned to an author.This paper deals with the problem of binary authorshipattribution - when a new text can only be classified asbelonging to a finite set of authors, which, in this case, aretwo. Different classification and text processing methodswere evaluated to quantitatively assess their differencesand statistical significance.
2 Related Work
Several methods for authorship detection have beenused over the years and with different purposes. Thisobservation is verifiable by the extensive literature review

produced by Swain et al. (2017). The study describesthe seven subareas of the field of authorship recognitionand analysis, also known as stylometry (an author’swriting styles according to a linguistic bias), ranging fromthe previously mentioned authorship characterization,to the problem of authorship attribution - given afinite set of authors and texts written by them, identifywhich were the authors of texts not analyzed until then.The attribution problem is viewed as a classificationproblem that involves text mining and natural languageprocessing. The review carried out identified that mostof the published studies selected for review used classicalmachine learning techniques and a promising future forthe use of neural networks of more advanced architectures.Text attribute extraction commonly took advantage of n-gram vectorization of characters and POS tagging.Regarding the data sources, there is a field of extremevariety. Through the analysis of the article, it is possibleto perceive that there is a tendency to use texts fromsocial networks and blogs, but also applicable to divergenttopics, such as the identification of the author of a sourcecode written in C++ or Java, as well as identifying theauthors of literary works based on texts from publicdomain books (Swain et al., 2017). A consequent problemin the area, but sometimes disregarded, is the authorshipattribution of short texts (such as comments), as anexample extracted from the review, there is a study thatused texts from ancient Arab travelers, reaching about80% precision for resolution of this problem.Among the attribution methods applied to socialinteraction environments on the Internet, the article ofAbbasi and Chen (2005) stands out for its pioneeringnature. Texts in Arabic and English were capturedfrom extremist forums to perform the attribution taskusing a Support Vector Machine. In the pre-processingstage, lexical analysis and word count were performed torepresent the text to the classifier. Like many later works,this one focused on performing the detection only of textswith a minimum length (since there are texts that are evenhumanly impossible to distinguish, such as a laugh or theuse of an emoji).Twitter is a social network that also generates interestin the topic due to the ease of data extraction and thelarge number of interactions among users. This drewthe attention of Layton et al. (2010) to test an n-gramtechnique taking advantage of the character delimiting oftexts. Among the text character substitutions performedin the work, it is noteworthy that the removal of mentionsof people from a tweet did not lead to a significantinterference for the authorship classification.Casimiro and Digiampietri (2020, 2022) published twostudies on the Author Attribution problem using Englishtexts extracted from Reddit for sets of multiple authors,reaching an accuracy of 99% for 10 authors and 70%for 100 authors. However, there is a low number ofpublications using texts and approaches for Portuguese,which is an open challenge given that the NLP area hasmade several advances in the last ten years, especiallyafter the publication of the language representationmodel BERT (Devlin et al., 2019), reaching state-of-the-art for many text classification problems. A recentmulti-language authorship detection work was developed



Matias & Digiampietri | Revista Brasileira de Computação Aplicada (2023), v.15, n.2, pp.1–10 3

by Custódio and Paraboni (2019), using an ensembleapproach of classifiers and n-grams of characters tocompare their performance against an SVM (typicalbaseline) and analyzing different pre-processing and datarepresentation strategies.
This paper performs an update and analysis of differentapproaches for authorship attribution in texts with anunrestricted amount of characters, and for this purpose,comments in Portuguese from social networks are used.The data source used was extracted from Brazilian Redditcommunities described in the methodology.

3 Background

3.1 Tokenization and N-grams

Machine learning algorithms work by performing variouscalculations to identify a decision rule that represents thedata, implying that the input to these algorithms must benumbers. Each text in a corpus (name commonly givento the set of texts) is composed of a set of tokens, whichare the textual parts that together form the example ofyour data samples. Thus, tokens can be words, charactersand all the elements that form your text individually orin sequence. One of the ways to measure the value ofeach token in a text is, for example, to use the numberof times each token appears in the text. N-grams are usedto generate attributes based on unique values or strings ofcharacters or words ( Fig. 1).

João e Maria

João e Maria

João e e Maria

Joã oão ão
o e e M Ma
Mar ari ria

Bigram (words)

Unigram (words)

Trigram (characters)

Figure 1: Diagram of conversion of the text “João e Maria”to attributes based on unigrams and bigrams of words,and trigams of characters. In character vectorization(generating feature vectors from the text) spacesparticipate in some 3-character tokens.

3.2 TF-IDF

Another way of weighting attributes is by looking at thefrequency of a term in a text, but also at the frequency ofthe term in other documents - Eq. (1).

wi,j = tfi,j log ( N
dfi

) (1)

Since i is the actual attribute and j is the text in whichthis value was found, the weight wi,j of this attributeis calculated by multiplying the term-frequency in thisdocument tfi,j by the inverse of the relative frequency of theterm in the documents, that is, the total amount of N textsdivided by the number of documents with the analyzedterm dfi. The log is used for scaling purposes that allowthe frequency of terms to have a significant impact on theTF-IDF.
3.3 Part-of-Speech Tagging

Part-of-Speech (POS) tagging is the task of assigningto which grammatical class a word belongs. Sinceit is not possible to map all the words of a languageconsidering different contexts, nor keep this referenceupdated, when it is necessary to perform an automaticmapping from word to grammatical class it is commonto use models already developed for this task. spaCyPython library (Honnibal et al., 2022) maintainsand makes available a model trained with data fromWikipedia (Nothman et al., 2013) and news (Rademakeret al., 2017), both with references to the parts of speechsought. Fig. 2 exemplifies how to convert a simplesentence based on the model.
3.4 Word Embeddings and Word2vec

The use of n-grams of characters and words to extractattributes from a text is a classic approach, but it losesinformation about the context in which a word is used. Amethod to represent words in another way is through wordembeddings. In this approach the vocabulary (each wordof the corpus) is analyzed through a similarity process todefine the representation of a word in vector format.Word2vec uses the terms and neighborhood collected ina neural network architecture, as described in the articlein which it was proposed (Mikolov et al., 2013). Oneof the architectures is called Continuous Bag-of-Words(CBOW), which consists of a neural network where theinput is the vectors of nearby words in their n-gram wordfrequency representation connected to a hidden layer thatwill represent the vector (whose size N is required) ofembeddings of a word. The hidden layer will be connectedwith the output layer, which will have to adjust the weightsuntil it is able to predict the vector that represents thecentral word of the given context in the input.
3.5 Bidirectional Encoder Representations from

Transformers

The Bidirectional Encoder Representations fromTransformers (BERT) (Devlin et al., 2019) tookadvantage of the encoders from the transformersarchitecture (Vaswani et al., 2017) to develop an approachthat pays attention to the context of a sentence in bothdirections (using all document words), going beyondapproaches that typically check the context based on theleft to right of a sentence.Combining the method’s architecture with a large
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Figure 2: Syntactic tree of a sentence in Portuguese.
training corpus, BERT is able to approach the state-of-the-art for different tasks related to natural languageprocessing, including text classification. With BERT it ispossible to perform a fine-tuning with the addition of anoutput layer in the original model, adjusting the trainingwith the data of a new task. It is also possible to collect therepresentation encoded by BERT for the tokens of a textand thus be able to use them with the same idea of wordembeddings in classification models.To improve the performance of a task that uses BERTas a reference, it is still necessary to note the languagein which the classification is being performed. ForPortuguese there is the pre-trained BERT known asBERTimbau (Souza et al., 2020)
3.6 Classification Models

Machine learning models can be used to employ binaryclassification, hence valid for binary authorship. For this,the models mentioned here receive a training set and seekto create a classification rule that represents the data seen,which can be based on probability calculations, functionestimation, class separation calculations, etc. This paperuses Multinomial Naive Bayes, Logistic Regression withL1 and L2 regularization, Support Vector Machines (withlinear and RBF kernels), Decision Trees, Random Forest,AdaBoost, Gradient boosting and Stacking of classifiers.
4 Methodology
4.1 Dataset

To create the dataset, the authors of the 1000 most recentposts from the Brasil, brasilivre and BrasildoB subredditswere collected using the Python PRAW library (Boe,2022), whose date of collection was April 17, 2022. Afteridentifying the top recent authors from each of thesesubreddits, we collected the 1000 most recent commentsfrom these 15 authors, reaching a dataset composedof 15,000 comments, also distinguished by author andcomment date.

For each of the 15 authors, duplicate comments wereremoved, so that no two texts are the same for one author,but it is possible to have duplicates between differentauthors. Comments composed of emojis or laughter areexamples of texts that can be the same between authors.With this pre-processing step, there are 14,520 commentsto be used. For visualization purposes, figures Fig. 3and Fig. 4 present a sample of texts with less than 620characters (95% of the dataset). By analyzing the figuresand the measures mentioned, it can be noted that there isa predominance of comments with few characters.
4.2 Feature Extraction from Text

The following text processing was performed for theauthorship attribution task, in order to present the text tothe classifiers:
• Frequency and TF-IDF using the original comments:Unique words and strings of up to 3 words; strings ofcharacters in the range 1-5, 4-5 and 3-8.• Frequency and TF-IDF using POS tagging of the

comments: Unique words and strings of up to 3 words.• word2vec: The word embeddings were generatedby training with the entire corpus of 14520 datasetdocuments, creating 100 dimensions per word.• BERTimbau: Using pre-trained model embeddings.
The use of POS tagging is not intuitive to be usedwith embeddings, since there will be few terms that willappear many times, generating a lot of noise. BERT onlyaccepts texts with a length less than or equal to 512 tokens,therefore, to use this model for linguistic representation,it was necessary to remove comments with more tokensthan the maximum supported. It was a reduction of967 texts, reaching 13,553 documents in the corpus. Togenerate the embeddings of the documents, the average ofeach dimension of the attributes produced by BERTimbauand word2vec was taken, with each document represented,respectively, by 100 and 768 attributes
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Figure 3: Boxplot of the distribution of the number ofcharacters

Figure 4: Probability distribution and histogram of thenumber of characters in the texts
4.3 Machine Learning Models

The classification models used to perform the binaryclassification are provided by the scikit-learn Pythonlibrary (Pedregosa et al., 2011). The following models areused, as well as their fundamental hyperparameters:
• Multinomial Naive Bayes: alpha=1;• Logistic Regression: Penalty L1 and L2, liblinear solver;• Support Vector Machines: C=1, Linear and RBF kernel,gamma (RBF kernel)= 1/(Nfeatures ∗ var(Xtrain)) and10000 iterations as limit;• Decision Tree: Based on CART and gini criterion, theleaf nodes of the final tree will have met the puritycriterion by gini or will have only one child;• Random Forest: 100 trees in the forest;• AdaBoost: Depth decision tree 1 as weak estimator, 50estimators and learning rate=1;• Gradient boosting: Log loss (same used in logisticregressions) as loss function, mean square error withFriedman score as model performance criterion andlearning rate 0.1;• Stacking classifier: Predictions from SVM with linearkernel, logistic regression with L1 penalization andRandom Forest as input, logistic regression with L2penalization as final estimator.

To evaluate the classification models, the F1-scoremacro was used to identify the models with the bestperformance, but the AUC and the accuracy metrics werealso calculated. F1 was chosen since this binary problemmust weigh both the precision in correctly classifyingan author, and recall, finding the model that combinessensitivity and specificity. Still about the evaluation ofthe models, pair-to-pair combinations of the set of 15authors were made, to generate the 105 combinations ofclassification models trained with 75% of the oldest textsof each author, and tested with the 25% most recent. Theresulting evaluation metrics for each model correspond tothe average of 105 runs.
5 Authorship Attribution Models
Fig. 5 summarizes all the possibilities tested to evaluatean author attribution method through experiments withall possible binary combinations of authors. First,the training data are collected from a set restrictedto two authors. With this, each comment goes toa vectorization approach that can be through TF-IDF,frequency, embeddings by word2vec or BERTimbau. Ifan embedding approach is used, each dimension of theword embeddings is averaged to generate a single textembedding. Also, when it comes to frequency weightingor TF-IDF, it is possible to replace the text terms withtheir respective parts of speech (since tokens here are thegrammatical classes, only n-grams of words will be usedin these cases).For each classifier the metrics were evaluated in 16vectorization options in each of 105 binary combinationsof authors, resulting in 1680 combinations of authors andvectorizations in each of the 10 models and, consequently,16800 different experiments. Word embeddings werescaled using the MinMaxScaler method, while thosebased on n-grams were scaled using the MaxAbsScalermethod given the sparseness of the data. The scale didnot change the results that much, since the scale for eachvectorization does not differ that much.
6 Results and Discussion
Starting the analysis through the results of vectorizationby TF-IDF and counting (Table 1), we can see thataccuracy and F1-score macro have very close values, witha difference of less than 0.01 in all metrics. This patternis repeated in the other vectorization methods as well, aconsequence of both the high number of tests performedto generate the average of these values (105 experiments)and the fact that the data were delivered in a practicallybalanced way - approximately 750 textual data from eachauthor to training and 250 test.A value to ensure that the assignments between the twoauthors are clearly distinguished is the AUC-ROC (AreaUnder Curve - Receiver Operator Characteristic) metric.As the limit of the AUC metric is 1, values above 0.9 indicatethat there is a clear distinction being made between theauthors’ texts.The different combinations of textual representationby counting and TF-IDF demonstrated the need to test
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Table 1: Average of metrics for feature extraction using frequency and TF-IDF.
Classifier Best Text Representation AUC Accuracy F1-score
Logistic Regression (L1) TF-IDF for 1,2,3,4,5-grams of characters 0.9296 0.8617 0.8616Logistic Regression (L2) TF-IDF for words 0.9410 0.8723 0.8721Multinomial Naive Bayes 1,2,3-grams counting 0.9216 0.8202 0.8166SVM (linear kernel) TF-IDF for words 0.9361 0.8671 0.8669SVM (rbf kernel) TF-IDF for words 0.8788 0.7765 0.7697Random Forest Words counting 0.9189 0.8510 0.8506Decision Tree 1,2,3-grams counting 0.8274 0.8271 0.8268AdaBoost 1,2,3,4,5-grams of characters counting 0.9221 0.8519 0.8517Gradient boosting 1,2,3-grams counting 0.8274 0.8271 0.8268Stacking TF-IDF for words 0.9479 0.8825 0.8823

different vectorization methods, since half had betterperformance with counting/TF-IDF. The use of charactersin turn was not as promising as the use of words, butone good result was with logistic regression with L1penalty, where the selection of features carried out by thepenalty allowed capturing only the sequences of relevantcharacters to the distinction between the authors. A case ofrange of word counting that worked well for this problemis the case of Naive Bayes which, due to its multinomialimplementation, can generate a better decision rule forword frequency distributions in this problem.
The best performing method, based on the average ofthe F1-score macro, was the implementation of Stacking ofclassifiers. Since the methods that make up Stacking hadgood results independently, it was expected that togetherthey would result in a minimally equivalent model, but,in fact, the combination of these different approachesachieved better results.

Table 2 shows the results referring to the textprocessing considering POS tagging using onlyunique/range of words. One of the first things tonotice in these results is the significant change in theaverage F1-score for the classification, between 0.71and 0.78 for all classifiers. Although it seems to be aninferior result, as it is, it must be considered that onlythe tokens related to the grammatical tags were treated,

and consequently, only information from the textualstructure can be extracted. Reaching results above 0.7for F1-score and in some cases above 0.8 for AUC is anindication that even though all authors follow the samenorm for speaking the language, there are style factorsin composing the text structure that distinguished toa relevant degree. Thus, POS tagging is a a promisingapproach to work together with other text representationstrategies.With the exception of the RBF kernel SVM, the use ofword ranges was the best textual representations for thetested models, which is a way found by the algorithmsto perform the classification based on a broader field, i.e.,on the relationship between the tokens that represent theparts of speech and how they appear to each author. Forthe case of the RBF kernel SVM, it is expected that theincrease in token combinations has not contributed tobeing able to separate the data in a Gaussian way in themultidimensional space.The best result based on the average was using theGradient Boosting classifier, although very close to othermethods. Linear separation still shows promise results,however, boosting methods are able to make a continuousimprovement in weaker models that sometimes allowsuperior results.Table 3 presents the results for the vectorization of

TF-IDF

Frequency

word2vecembeddings

BERTimbauembeddings

Averageembeddings

Comment

POStagging

ClassificationModel

Original text Text conversion Word vectorization Documentvectorization Classification

Figure 5: Experiments structure.
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Table 2: Average of metrics for feature extraction using frequency and TF-IDF with POS tagging.
Classifier Best Text Representation AUC Accuracy F1-score
Multinomial Naive Bayes TF-IDF for 1,2,3-grams of words 0.8002 0.7160 0.7131Logistic Regression (L1) TF-IDF for 1,2,3-grams of words 0.8444 0.7696 0.7693Logistic Regression (L2) TF-IDF for 1,2,3-grams of words 0.8366 0.7595 0.7591SVM (linear kernel) TF-IDF for 1,2,3-grams of words 0.7962 0.7314 0.7309SVM (rbf kernel) TF-IDF for words 0.8113 0.7432 0.7424Decision Tree 1,2,3-grams counting 0.7141 0.7112 0.7108Random Forest TF-IDF for 1,2,3-grams of words 0.8385 0.7610 0.7599AdaBoost 1,2,3-grams counting 0.8307 0.7588 0.7583Gradient boosting 1,2,3-grams counting 0.8498 0.7729 0.7723Stacking TF-IDF for 1,2,3-grams of words 0.8399 0.7670 0.7667

Table 3: Average of metrics for feature extraction usingword2vec
Classifier AUC Accuracy F1-score
Multinomial Naive Bayes 0.7109 0.6509 0.6305Logistic Regression (L1) 0.8256 0.7527 0.7507Logistic Regression (L2) 0.8226 0.7480 0.7455SVM (linear kernel) 0.8433 0.7698 0.7682SVM (rbf kernel) 0.8363 0.7458 0.7416Decision Tree 0.6963 0.6965 0.6961Random Forest 0.8488 0.7742 0.7738AdaBoost 0.8261 0.7556 0.7552Gradient boosting 0.8490 0.7732 0.7729Stacking 0.8425 0.7718 0.7707

Table 4: Average of metrics for feature extractionBERTimbau embeddings
Classifier AUC Accuracy F1-score
Multinomial Naive Bayes 0.8342 0.7146 0.7068Logistic Regression (L1) 0.9332 0.8711 0.8707Logistic Regression (L2) 0.9392 0.8769 0.8766SVM (linear kernel) 0.9253 0.8624 0.8621SVM (rbf kernel) 0.9486 0.8853 0.8848Decision Tree 0.7114 0.7117 0.7110Random Forest 0.9058 0.8293 0.8283AdaBoost 0.8888 0.8147 0.8143Gradient boosting 0.9178 0.8453 0.8448Stacking 0.9342 0.8732 0.8729

documents based on the average of the word embeddingsfrom word2vec. The results are similar to the ones foundin Table 2, with the exception of Naive Bayes Multinomial(which was not able to deal well with the data because it didnot followed a multinomial distribution) and the decisiontree, which acting as a strong estimator alone did not bringgood results. The remaining classifiers ranged between0.74 and 0.78.Gradient boosting and Stacking classifier achievedequivalent results to Random Forest, although the forestresulted in a higher average F1-score. The performanceof word2vec is also related to the basis on which the wordembeddings were trained. The corpus of approximately15,000 data examples was able to abstract enough contextto keep the classifiers clearly performing better than therandom classifier, but more data related to the socialnetwork would improve the embeddings formulation.Boosting and stacking algorithms worked well for thisproblem, indicating that with a larger corpus compositionit would be possible to further increase their performance.Random Forest worked in an equivalent way, it is worthmentioning it creates different trees acting as weakestimators to generate a significant performance classifier,and given that there is a smaller set of attributes to buildthe tree, it also influenced that the information collectedby the trees were significant. With a relatively high F1-score, a classifier using vectorization by embeddings, i.e.,dealing more with the context, is distinguished from theprevious ones.The results of the classifiers using the embeddings byBERTimbau (Table 4) showed a higher dispersion whencompared to the other methods. The author attribution

model based on the use of pre-trained embeddings fromthe BERTimbau architecture stands out in the context theyabstract.Logistic regressions are models that brought highresults with all vectorization methods presented, as wellas in BERTimbau. In case of evaluating the performanceof text vectorization proposals, these regressions aregood choices. With BERTimbau, the best performingclassification model based on the F1-score was an SVMwith RBF kernel. In this case, the linear classificationof an SVM in the higher dimensional space was notenough, although very good, but the RBF kernel wasable to distinguish with higher F1-score one author fromanother based on a Gaussian separation in a simulatedhigh-dimensional space by RBF kernel.Fig. 7 summarizes the macro F1-score data extractedfrom the previous tables with the addition of theconfidence interval. The models based on n-grams ofcharacters and words that used the source text maintaina higher level of F1 score, but this implies that all modelswith higher F1 are contained in the same confidenceintervals, therefore, being equivalents. This pattern ofmany classifiers with the same significance level followswith word2vec and vectorization in texts converted to POStagging, but with lower F1-score values. Embeddings byBERTimbau differ a little because the confidence intervaland the average performance of the classifier vary more,yet it is possible to notice the RBF kernel SVM withBERTimbau stands out, which, however, enters the samelevel of significance as Stacking and L2 logistic regression.To summarize the analysis, we collected the model ofeach vector that achieved the best result in its significance



8 Matias & Digiampietri | Revista Brasileira de Computação Aplicada (2023), v.15, n.2, pp.1–10

Figure 6: Best models according to the average of the macro F1-score metric for each vectorizer. For the macro F1-score,accuracy and AUC metrics, the mean and 95% confidence interval are shown in the bar graphs on the left, while thegraphs on the right show the dispersion of these same data using a boxplot.
level, which are the ones with the highest average F1-score. Fig. 6 shows the confidence interval and thedispersion of the best models for vectorization by n-grams,POS tagging with n-grams, word2vec and BERTimbau,being, respectively, Stacking Classifier, Gradient boosting,Random Forest and RBF kernel SVM.

There is a clear equivalence between authorshipattribution with n-grams and BERTimbau, as well as invectorization by word2vec and POS tagging with n-grams.The dispersion of the two models with the highest F1-score are very similar and, when it comes to AUC, theyapproach 1 in some cases. The use of classical techniques,
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Figure 7: Average of the macro F1-score metric for the runs for the 10 classifiers and the four vectorization methods. Inthe case of extracting attributes by n-grams using the original text or the conversion by post tagging, only the methodthat resulted in the highest average F1-score macro is displayed. The error bars accompanying the mean of eachclassifier represent the lower and upper limits of the 95% confidence interval for each experiment.
precisely because they are simpler to implement andexecute, still manages to bring results equivalent to thoseof more sophisticated methods. To improve the models, itis possible to use methods that observe other aspects of thetext and thus detect author styles, as seen with the caseof POS tagging that, even without metrics comparable tothe two higher ones, seem to bring value when combinedwith other methods.
7 Conclusion and Future Works
Authorship attribution is a task that has been analyzedfor years and that has high importance in social networkenvironments. Considering the methods assessed,divergences and equivalences were noted. POS taggingis an important tool to be studied together with othermethods that analyze the context and thus allow a morecomplete analysis to perform authorship analysis, asidentified in this paper. Still, sophisticated methodssuch as those based on transformers bring satisfactoryresults for the task, however, equivalent to classic waysof extracting textual attributes by counting or TF-IDF.Studies with larger corpus in Portuguese in order to use theword2vec approach tend to bring better representationsof context and consequently improve the performance ofmethods based on embeddings trained in the corpus.The present work showed the importance of textprocessing for the task of binary authorship attributioncompared to the choice of the model, which had

importance, but has less influence for the determinationof significant results. The distinction of authors identifiedthrough an AUC 0.94 and an F1-score of 0.88 demonstratesthat there is already a high level of confidence toauthorship attribution models in social networks such asReddit with simple and complex methods, but that can beimproved with new approaches for extracting attributesfrom text.This work stands out concerning its counterpartsin Portuguese, as it presents a comparative analysis ofseveral current techniques, including the use of LLM, andstatistically evaluates the difference between the resultsobtained.Present work is limited to the scope of its application,that is, data in Portuguese from the social network Reddit,tested considering 15 authors who had posted at least1,000 posts. Although the results consider posts withouta character limit, it was observed that most of themhad less than 128 characters. Thus, it is likely that theresults obtained here are also valid for social networks ormicroblogs in which posts are limited to a reduced numberof characters.
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