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Abstract
In this work, a solution for the distributed storage of data in Smart Cities is presented. An Edge-Fog-Cloud architecturethat partitions the data through the Sharding technique proposes a hierarchical model that manipulates IoT datagenerated by Smart Cities. The problem is related to the approaches used to promote an integrated environment. Relatedworks tend to use cloud-focused approaches that generate high latency rates, and those that use Fog Computing onlyuse the layer as middleware, not exploring greater possibilities for use. In this context, this work presents the DASTDatamodel that aims to enable lower latency rates, more data security, fault tolerance, high availability, and concurrentqueries to promote a better experience in data management and availability in smart cities. In addition, our contributionto the literature is related to the proposition of an architecture focused on enabling the traceability of users who havemobile behavior in the city, providing the ability to analyze patterns and occurrences through the consolidation of datafrom one or more individuals. In the results obtained through the tests carried out in this work, we observed that inqueries DASTData is up to 73% more efficient.
Keywords: Cloud Computing; Data Sharding; Data Traceability; Distributed Storage; Fog Computing.
Resumo
Neste trabalho é apresentada uma solução para armazenamento distribuído de dados em Smart Cities. Através de umaarquitetura Edge-Fog-Cloud que particiona os dados através da técnica Sharding, é proposto um modelo hierárquico quemanipula dados IoT gerados por Smart Cities. O problema está relacionado com as abordagens utilizadas para promoverum ambiente integrado. Trabalhos relacionados tendem a utilizar abordagens focadas em nuvem que geram altas taxasde latência, e os que utilizam Fog Computing utilizam apenas a camada como middleware, não explorando maiorespossibilidades de uso. Nesse contexto, este trabalho apresenta o modelo DASTData que visa possibilitar menores taxas delatência, mais segurança de dados, tolerância a falhas, alta disponibilidade e consultas simultâneas para promover umamelhor experiência no gerenciamento e disponibilidade de dados em cidades inteligentes. Além disso, nossa contribuiçãopara a literatura, está relacionada à proposição de uma arquitetura focada em possibilitar a rastreabilidade de usuáriosque possuem um comportamento móvel na cidade, proporcionando a capacidade de analisar padrões e ocorrênciasatravés da consolidação de dados de um ou mais indivíduos. Nos resultados obtidos através dos testes realizados nestetrabalho, observa-se que em consultas o DASTData é até 73% mais eficiente.
Palavras-Chave: Armazenamento Distribuído; Computação em Neblina; Computação em Nuvem; Fragmentação deDados; Rastreabilidade de Dados.

1 Introduction
With the urban population growth in the great centers,
Smart Cities become an ever closer reality. The possibility
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of integration between the various areas of a city brings theexpectation of improvements in public management in allits attributions, such as mobility, health, education, andinfrastructure (Lai et al., 2020). Integrating the generateddata is also a desire of the users, who can keep activecontrol of their health, schedule, and home to improvetheir productivity and have more time and quality of life.However, the tasks of storing and querying this data needto be as performant and transparent as possible.Data management is the critical factor for the successof an intelligent ecosystem (Benhamida et al., 2022). Thisis because smart cities, from their sensors, generate amassive amount of data (Sasubilli et al., 2020) that needsto be stored efficiently to guarantee better performance inthe processing and analysis of this data. In this context, itis noted that dealing with data at the edge of the networkreduces latency, increases security, and reduces the loadon the network when compared to a distant model suchas the one based only on Cloud Computing (Vilela et al.,2020). One way to implement this manipulation closer tothe data is through clusters (or nodes) of Fog Computing(Naeem et al., 2019) that are distributed in the city and aremore efficient in the data processing.Furthermore, Relational Database ManagementSystems (RDBMS) are complicated or add morecomplexity in this application context, requiringgreater flexibility. On the other hand, Non-RelationalDatabases (NoSQL) have flexibility in the data schemaas their native characteristic. They were born to beeasily distributed and scaled from techniques such asSharding (Abdelhafiz and Elhadef, 2021) that partitionsdata horizontally among several database instances.This work is linked to the Minha História Digital(My Digital History) project. It aims mainly at theproposition and implementation of a storage architecturein hierarchical nodes in the Edge-Fog-Cloud model forsmart cities, focusing on the storage and traceabilityof vital data generated through IoT sensors. Thisarchitecture should promote geographic proximity toclients, reduced latency, increased security, reduceddata flow, fault tolerance, concurrent queries, and easyscalability of resources. Some architectural propositionswere analyzed to support the concepts and approachesalready studied, seeking to find possible gaps in theliterature.After analyzing the related work (Kudo, 2018;Sinaeepourfard et al., 2018; Shwe et al., 2016; Abreu et al.,2016; Lomotey et al., 2018; Zhang, 2020; Benhamida et al.,2022), it was observed the need to propose an architecturethat meets all the aforementioned requirements, seekingto fill gaps in the literature related to the ability to traceuser data dispersed in distributed architectures and thereduction of connection latency between services andIoT devices. In this context, this article presents theDASTData model, an acronym for Distributed Architecture
to Store and Trace Data, which mainly addresses howto store and trace data in complex and distributedarchitectures such as those of Smart Cities through thejoint use of technologies such as Sharding and conceptslike Fog and Cloud Computing. With the proportionsthat a smart city architecture can take and observe thedistributed storage problems that need to be solved in this

context, the present work aims to develop a data storageand traceability model for smart cities. Our contributioncan be summarizes as follows:
i. Proposal of a fog-cloud model that uses the shardingtechnique for efficient distribution and traceability ofIoT data in smart cities.
This work is organized into seven sections. In Section 1,the work’s problem and justifications are contextualized,as well as the objectives of the present research. Section 2defines the concepts relevant to the model’s proposition.In Section 3, we expose the methodology for selectingthe works that are directly related to this research. Wealso detail relevant aspects of each one to check for gapsin the propositions. In Section 4, we quote the designdecisions taken in light of the related works’ positive andnegative points. We also define and present the proposedarchitecture to solve the verified problems. Movingon to Section 5, we discuss how the model evaluationmethodology was defined to prove its efficiency. InSection 6 we present some preliminary results obtainedthrough the implementation of the prototype. Finally, inSection 7, we present a summary of what was exposed inSection 4, we also discuss the expected contributions ofthe proposed architecture and comment on future works.

2 Fundamentals
This section addresses the concepts cited in this workto clarify and support the research developed. From thedescription of Cloud Computing, Fog Computing, theInternet of Things, Smart Cities, and Data Fragmentation,it will be possible to advance in the research by keepingthe concepts updated with previous studies that definethese subjects.
2.1 Internet of Things

Internet of Things is a concept directly related to thetransparent interaction between the devices of our dailylives in an M2M1 model (Patel et al., 2016). Each ofthese devices is located at a level called Edge of thenetwork as they are very close to end users. Theygenerate a massive amount of data at all times throughsmall sensors, wearable devices, smart cameras, or evendevices that mediate communications such as gatewaysand middlewares, among others, depending on the high-level architecture shown in Fig. 1.An application of IoT technologies can be observed inthe smart bracelets that are increasingly popular today.They have smart sensors capable of monitoring vital signssuch as heart rate, blood pressure, and blood oxygenationand send this data to the owner’s phone. Later, somesmartphone applications can perform analysis and triggeralerts on the device, or it can automatically send this datato an external service that will run Artificial Intelligence
1Machine to Machine (M2M): a concept that describes thecommunication between machines, sensors, and devices ingeneral with no or minimal human intervention.
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Figure 1: High level IoT architecture.
algorithms and make predictions about the user’s health,for example.There are significant challenges when we talk about
IoT devices integrated into people’s daily lives in smartecosystems (Chen et al., 2014). Smart cars can interactwith smart semaphores to improve traffic control.Instant payments can be made by walking into anestablishment, picking up a product, and walking outthe door, all integrated with a digital wallet. Finally, theapplications are diverse, such as cities, hospitals, homes,supermarkets, and other intelligent services that interactwith each other through the internet to facilitate people’sdaily lives.
2.2 Cloud and Fog Computing

Cloud Computing (Mell and Grance, 2011), is a conceptthat applies to network resources, servers, storage,applications, and on-demand services made availablethrough the internet to different customers with littlemanagement effort and reduced cost.As a new paradigm, it brought some innovations tocomputing. Providers can share resources with differentusers who pay only for what is used (pay-as-you-gosystem), not generating wasted resources and allowingthe ideal service to be acquired for each need. Furthermore,resources are not necessarily close to users and otherservices but relatively centralized in large data centers.This feature can be beneficial in terms of costs andmaintenance.Although it is a very beneficial technology for manycases, there are some open problems regarding smartcities and IoT devices. The centralization of data centers isa problem for applications sensitive to high demand (Vilelaet al., 2020), as network congestion or large geographicdistances can generate critical latency for these systems.Therefore, with the growing number of IoT devices,there was a need for an intermediate layer to communicatewith services in the Cloud (Naeem et al., 2019). From this,the concept of Fog Computing emerges as a layer thatallows processing prior to Cloud, closer to edge devices.With particular functions, it provides better responsetimes, lower infrastructure costs, more performance,better scalability, and more security over data.

Figure 2: Hierarchical Edge-Fog-Cloud architecture thatexemplifies device scale and latency relationshipsdepending on proximity to users at each tier.
Fog is an emerging concept that seeks to complementthe use of the Cloud. In other words, the purpose is not tobe a replacement but a new layer, a complement (Bonomiet al., 2012). Fig. 2 shows that Fog is closer to usersconnecting with Edge devices and Cloud data centers.This proximity allows for lower latencies in interactionsbetween clients and servers, as well as reducing theamount of data sent to the Cloud, as Fog performs trivialprocessing for the devices, and only essential requests aresent to the applications in the Cloud (for consolidationof information or heavier processing, for example).In addition, a Fog approach improves performance inresponding to devices (Vilela et al., 2020), as the workloadper server is significantly reduced, which reduces thechances of overloading a single point in the network.

2.3 Smart Cities

Due to the accelerated population growth of urbanenvironments, we must have more cities with efficientlocations and services to serve citizens. The concept ofSmart Cities arises from this need, which is complexsystems, often called "systems of systems" (Khatounand Zeadally, 2016), because they deal with integratingdifferent devices and services. As illustrated in Fig. 3, mostintelligent city models have six components: government,economy, mobility, environment, housing, and people.However, there are some latent challenges whendealing with smart cities, and most of them are linkedto scalability and QoS2 of the model, as they deal withintegrations between critical and high-priority systems,such as, for example, transit traffic (mobility component)and public health management (housing component).The treatment and storage of data are one of thesechallenges since, in a smart city, data integration is the keyto more efficient management. In addition, the amount ofdata generated in Smart Cities (Chang, 2021) is enormous.Understanding, storing, and retrieving this data in the
2Quality of Service (QoS): concept applied in networks that prioritizehigh-performance applications and that concern them. Suitableparameters related to bandwidth, latency, packet losses, and jitter(latency variation).
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best possible way requires a solid, scalable, and securearchitecture. One of the data sources of smart cities is IoTdevices (Section 2.1). The key to a robust architecture thatcan meet it can be found in Fig. 2 from the union betweenthese devices (on the Edge) with Cloud and Fog Computing(Section 2.2).
2.4 Data Sharding

In a relational database (RDBMS) data is usuallysemantically organized into tables, columns, and rows.Rows are the stored records, columns are the attributesof those records, and tables are the groupings of thatdata into a standard set. This robust structure hasmet several academic and market solutions for years.However, there is a particular difficulty in dealing withthis architecture regarding Big Data, distributed storage,high performance, and concurrency.For this purpose, non-relational databases (NoSQL)emerged, which were conceived with the idea of havingflexible schemas, being scalable and prepared to meet thearchitecture that requires high availability and storageperformance (Al Jawarneh et al., 2021). Furthermore,when we talk about these types of databases, a conceptthat comes to the fore is Data Fragmentation or Sharding.Sharding is not a new term, nor is it unique to NoSQL,but it has become popular because most NoSQL databasesbring this feature and apply it natively in a simplified way.The concept deals with the technique of dividing, basedon an established criterion, a group of data into differentsubgroups (Corbellini et al., 2017) located on nodes ofthe database network. There are different ways to shardthe data using Sharding. An example would be thedivision using an equality criterion of item quantity pernode, always trying to keep the same quantity in each toprovide the load balance between them. Another possibleapplication would be the definition of a division criterionfrom one or more fields of the stored data, and ranges orexact values are defined per node.

Figure 3: Components of Smart Cities

Due to their dynamic structure, NoSQL databasesusually have the Sharding feature. Some of themeven offer more robust solutions for application in adistributed storage architecture that bring numerousadvantages, such as the possibility of concurrency to solvea query, proximity between clients and persisted data, datareplication to improve architectural fault tolerance, andeven sharded cache per split unit.
3 Related Work
This section details the related work linked with theresearch we are conducting. The selection of articleswas made by searching reliable databases such as IEEEXplore3, SpringerLink4, ScienceDirect5, MDPI6 and ACMDigital Library7 and aimed primarily at finding relatedarticles that focused on distributed storage architectures,layered hierarchical architectures, and traceability ofdata distributed in smart cities that have an architecturecomposed of Fog and/or Cloud. The search and analysisresulted in 7 articles, according to Table 1, consideredadherent to one or more relevant aspects of this researchand that directly contribute to the basis of the work to bedeveloped.

Table 1: Selection of Related Works
Database Work Title

IEEE Kudo (2018) Fog computing with distributeddatabase
IEEE Sinaeepourfard et al.(2018)

Data preservation through fog-to-cloud (F2C) data management insmart cities
IEEE Shwe et al. (2016) An IoT-oriented data storageframework in smart cityapplicationsSpringerLink Abreu et al. (2016) A resilient Internet of Thingsarchitecture for smart cities

SpringerLink Lomotey et al.(2018)
Traceability and visual analyticsfor the Internet-of-Things (IoT)architecture

ScienceDirect Zhang (2020) Design and application of fogcomputing and Internet of Thingsservice platform for smart city
MDPI Benhamida et al.(2022)

Dynamic architecture forcollaborative distributedstorage of collected data infog environments

In (Kudo, 2018) the authors proposed an architecturefor storing data generated by IoT devices. Due to the largeamount of information that these sensors can generate,it is proposed that this data be pre-stored at the Fog levelin non-relational Databases due to its high scalabilitycapacity and the dynamic data structures supported bythis model. Furthermore, these databases work very wellin a distributed way, which for a Smart City, for example,is highly positive, as it allows users to be geographically
3IEEE Xplore: https://ieeexplore.ieee.org/4SpringerLink: https://link.springer.com/5ScienceDirect: https://www.sciencedirect.com/6MDPI: https://www.mdpi.com/7ACM Digital Library: https://dl.acm.org/
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close. In this work, MongoDB was used through the GridFSfeature, which allows storing documents more significantthan 16 MB (MongoDB document size limit) and access todata portions without needing to load the entire registry.This feature allows for storing large amounts of databecause instead of storing all the data in a single document,it divides it into parts.Also, in this article, the author proposes a storage modelbased on three levels. The first stores the original sensordata in Fog. The second and third levels are located in theCloud. At the second level, data extracted from primaryprocessing is stored. Moreover, the third level stores theresults of the extracted data analysis. This architectureprovides data access to be performed both through theCloud and directly on the Fog nodes but is not concernedwith user mobility.In (Sinaeepourfard et al., 2018), the work’s concernwith data lifecycle management is notable, which linksit directly to this research. The proposed modelwas successfully validated in Barcelona, Spain, and isconcerned with three main phases covering the entire datalifecycle: acquisition, processing, and preservation. Thesephases were proposed for a Smart City that uses a three-layer architecture: Fog layers 1 and 2 and the Cloud layer.The first layer, Fog 1 or Edge, is the layer closest to theusers who interface the users and their devices with Fog 2.The second layer, Fog 2, is an intermediate layer betweenthe Cloud and Fog 1 and is responsible for processing andstoring data with a higher access rate. The third and mostsuperior layer, the Cloud, is the point furthest from theusers, which generates more latency. It is responsible forstoring historical data and performing heavier processing.The work (Shwe et al., 2016) proposes a distributedstorage framework that is structured in two layers. Thefirst layer is a mesh backbone network that stores real-time system data in a distributed manner. The secondlayer is responsible for central storage. Both layers weredesigned for the Cloud, but the work does not exclude thepossibility of implementing some services, such as Fog,in the first layer (mesh). Each node (or Access Point) inthe first layer has its own storage network and contributesto the formation of a mesh network where each nodehas access to the data of the others. Recurring accessand latency-sensitive data are stored in the first tier, andhistorical and long-term data is sent to the upper tierthrough aggregation routines running in the background.In (Abreu et al., 2016) the main objective is theconcern with the resilience and fault tolerance of an IoTarchitecture for Smart Cities. This research was appliedto the city of Lisbon in Portugal and implements servicescapable of providing dashboards that assist in decision-making by government institutions and allow, throughdata analysis, the prediction and performance of routinesin the city without human intervention. The proposedmodel is divided into three layers (IoT, Fog, and Cloud),and in each layer, multiple instances of microservicesare implemented. In this way, the unavailability ofa single service does not disable the others, and theredundancy of instances and load balancing ensuresgreater availability of the executed applications. Thework reaffirms the importance of the Fog-Cloud union forworkload distribution and latency reduction and places

this structure as a critical factor for a resilient architecturein intelligent cities.In (Lomotey et al., 2018), the authors proposeda multilayer IoT architecture model that facilitatestraceability through cloud-based storage that recordsdevice information and metadata of requests made. On-demand, the metadata repository must be requested torespond to the tracking of specific data between deviceson the network. In addition, through visualization tools,the proposed methodologies allow for determining thelink between IoT devices in order to understand theflow of data on the network. This architecture seeks tosolve the problem of correlation between different datafrom the same users since the mobility in the Smart Citynetwork and the different IoT devices generate massivedata. However, as it is a Cloud-based model, recording andwriting latency is challenging.In (Zhang, 2020), the advantages of the collaborativeuse of Fog and Cloud Computing to handle IoT data inSmart Cities were emphasized. The proposed architectureis based on a layered model that handles the data comingfrom IoT devices in the Fog Computing layer and laterin the Cloud Computing layer. Each node in Fog hassome virtualized services that perform aggregation andconsolidation operations. When there is overhead (oridentification of possible overhead), the data in the Fog isforwarded to the Cloud. Although this strategy increases,latency can benefit the model as a whole. The proposalwas made with cities in China in mind, a country withan accelerated urbanization process. In future works, theconcern with optimizing the allocation of computationalresources for the Fog has been brought up, as this layerhas limited resources by hardware.Finally, in (Benhamida et al., 2022) the authorsproposed a dynamic architecture for distributed storage ofinformation collected in Fog environments. Dynamicity isrelated to the inherent mobility of Fog and IoT devices anddistribution with data storage in Fog nodes. This researchalso addresses a collaborative model between Fog andCloud to minimize access to the Cloud and, consequently,reduce latency. The architecture is hierarchically dividedinto three layers: Fog Edge (with Fog Nodes), Fog Server(with Fog Servers), and Cloud. In short, the model isresponsible for locating the records through local storageon each Fog Server periodically updated in "assignmenttables" that link the IoT sensor to the Fog Node. Inaddition, authorization requests are synchronous, anddata and assignment tables are replicated at each tier.The works were analyzed among themselves throughnine crucial competencies for the context of a distributedarchitecture of data storage in Fog and Cloud Computingin Smart Cities in order to allow the traceability ofinformation and users, have a resilient system, andachieve low levels of latency (according to Table 2). Thecharacteristics analyzed are:
• Traceability (C1) — data is easily traceable fromrequests made to any node in the network.• Interoperability (C2) — the different architectureservices are easily integrated between different layersand nodes to make communication standardized andtransparent.
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Table 2: Comparison between selected articles.
Work C1 C2 C3 C4 C5 C6 C7 C8 C9

Kudo (2018) N Y Y Y N N N Yes, data in the Fog is later extracted to theCloud Yes, parses data pre-processed byFog
Sinaeepourfard et al. (2018) N Y Y N Y N Y Yes, data in Fog is data that needs real-time analysis, or that can withstand littledelay

Yes, it does massive processing andcomplex analysis
Shwe et al. (2016) N Y Y N N Y N Yes, mesh network that distributivelystores real-time data Yes, central storage of historical andlong-term data
Abreu et al. (2016) N Y Y N Y Y Y Yes, pre-process data to handleheterogeneity and be processed inCloud services (or some in Fog)

Yes, services layer and IoTmiddleware, however, both layerscan take part in Fog and Cloud tohandle specific demands
Lomotey et al. (2018) Y Y N N N N N No, it focuses on traceability between IoTdevices and the Cloud Yes, data analytics services are inthe Cloud

Zhang (2020) N Y Y N N N N Yes, Fog is in a single horizontal layer thathandles critical latency demands
Yes, the Cloud processes morecomplex data that was not able tobe processed by Fog

Benhamida et al. (2022) Y Y Y N N Y N
Yes, it has two layers of Fog: one closerto the user at the edge of the architectureand another one further up that performsthe processing. Data is replicated at eachtier, and there is a local assignment tableat each node

Yes, the Cloud performs the mostdemanding and historical dataprocessing. It also has a copy of theattribution table and also has thedata of the lower layers replicated

• Hierarchical (C3) — the proposed architecture has ahierarchy or some division into layers to better divideresponsibilities and load, facilitating the managementof services.• Has Data Fragmentation (C4) — data is stored in afragmented way allowing for distributed storage andconcurrent queries to different portions of one or moredata.• Has Cache (C5) — has some caching system thatimproves response time and avoids unnecessary I/Ooperations for previously queried information.• Has Replication (C6) — has some form of redundancyof the proposed services and stored data to be a fault-tolerant architecture and have a better QoS.• Validated in some real city (C7) — the proposedarchitecture has already been validated in a real cityor simulation that reproduces it.• Has Fog (C8) — the architecture encompasses FogComputing nodes close to the devices and/or at the edgeof the network.• Has Cloud (C9) — the architecture encompassescommunication with cloud services that are notnecessarily close to the devices.
Analyzing Table 2, it is possible to see that all jobs areprocessed in Cloud Computing and that, in most cases,this layer is responsible for processing long-term datathat is extracted from the nodes further down, but thatit also responds for immediate requests, which bringshigher latencies to the model since there is no geographicproximity in this case. As for Fog Computing, mostworks have a Fog layer that, in some cases, is optionalor with unexplored potential, being mentioned only as apossibility and not addressed as the main application ofthe model. Herefore, it has many advantages. The useof intermediate processing closer to the users is still notunanimous in all the proposed architectures.Regarding the validation in an actual city (C7) itis possible to see that only two works validated itsarchitecture in a real environment or applied it to asimulation of the real scope. According to Sinaeepourfardet al. (2018), validation was carried out in the city ofBarcelona in Spain and (Abreu et al., 2016) in the city of

Lisbon in Portugal. In addition, we see another extreme interms of the Traceability (C1), Data Fragmentation (C4),Cache (C5), and Replication (C6) competencies, whichtogether make a massive contribution to a distributedmodel and which in no case were mentioned in the samearchitectural proposition.Therefore, it is possible to observe some gaps in thepropositions of the related works. First, we do not havea model that integrates several essential characteristicsfor data traceability in a distributed storage architecture.That is, more propositions need to be addressing efficienttracking of stored data. In addition, many approachesperform excess replication of metadata and/or records ofIoT devices in several layers of the model, which generatesan overload in the network that could be avoided usingsome centralized mechanism of metadata storage that canlocate the data we store locally on each Fog Node. Finally, afew approaches specify which type and/or database systemwill be used in the architecture, which is a significant pointfor model implementation decisions.
4 Proposed Model

This section describes the DASTData model (an acronymfor Distributed Architecture to Store and Trace Data). Basedon the Theoretical Foundation ( Section 2) and RelatedWork (Section 3), it was possible to define essential aspectsto design a storage model for Smart Cities. In this way, themodel’s focus was defined as the proposition of a three-layer architecture (Edge, Fog, and Cloud) for distributedstorage in smart cities. This architecture must includetraceability and concurrent access to data from Edge layerdevices stored in the Fog.To detail each aspect, in the Section 4.1 we quote andjustify the design decisions that were taken in elaboratingthe architecture. Then, in Section 4.2 we describe in detailthe characteristics of the architecture in order to explainand exemplify its objectives. Finally, in the Section 4.3, weconclude with the definition of the services and routinesthat will be initially proposed.
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4.1 Design Decisions

As seen in Section 3 regarding related work, especiallyfrom the analysis performed and summarized in Table 2,there are some essential competencies in building amodel for a storage architecture. Therefore, some designdecisions were made regarding the definition of whatthe model must have and meet, arriving at the followingscenario:
• We will have three layers in the architecture calledEdge, Fog, and Cloud. They will communicate throughblocking and non-blocking interactions. They mustalso work in an integrated way to deal with the datarunning through their services in the architecture.• NoSQL database will be used due to its advantages in adistributed context and data with dynamic structure,as mentioned before.• Layers must be hierarchical so that each sub-layer dealswith data specific to its competence to be defined.• Device data storage must be partitioned via Shardingand distributed across Fog nodes to enable concurrentqueries and geographic proximity to users.• The architecture must be able to handle data frommobile users in order to allow the traceability of theseusers between the various nodes that compose it.• The database instances on each node of the Fog willbe interconnected through the network formed by theuse of Sharding. This approach makes load-balancingactions between nodes less costly, as there is no need forprior data transmission for a new node to be responsiblefor the demand.• In order to ensure greater data availability andredundancy in case of failure, databases must havereplication. This approach is transparent to the user asdata access is centralized, and the DBMS takes care ofreplication management.

4.2 Architecture

The architecture proposed from the design decisionsmentioned in the previous subsection is divided into threelayers: Edge, Fog, and Cloud. In this context, we have thatthe model’s focus is on the distributed storage in the Fogand on the traceability of the data. In order to concentrateservices sensitive to latency, the Fog Computing nodes willbe placed geographically close to the clients at the Edge.Regarding the Cloud, this layer will usually be further awayand can easily be in another state or country, dependingon the service provider. This structure is aimed at a SmartCity for generic use but could be used in different contexts,such as public health management. In this case, vital signsdata generated at the Edge from IoT sensors such as smartbracelets communicate with a Fog Node that stores theserecords locally.In short, the Edge layer is responsible for generatingthe data for the model. Fog for storing this data in adistributed way and processing critical data that need aprompt response and low latency. Finally, the Cloud isresponsible for heavier computations that demand moretime and for being the input channel for actors interestedin Smart City management, such as public managers,

institutions, governments, etc. Fig. 4 illustrates theproposed architecture and the arrangement of storageclusters between the different Fog nodes. In addition, thefollowing subsections detail each level and aspect of thearchitecture, detailing the Edge, Fog, and Cloud layers,Data Fragmentation, and Replication.
4.2.1 EdgeThe edge layer is composed of intelligent devices andenvironments such as IoT gateways, smartphones,wristbands, cars, cameras, traffic lights, smart homes,hospitals, and all those IoT devices that citizens can own.
Edge Devices connect to Fog primarily through a sessionlog. This procedure enables the device to communicatewith a specific Fog Node and use its available services. Inaddition, devices on the Edge can have a mobile behavior;at some point, they are connected to a Fog Node, andlater they move around the city and end up connectingto another Fog Node. This routine for the Edge Device isidentical to the first connection to any Fog Node, makingthe procedures performed by the model transparent to theend user to enable mobility and subsequent data tracking.
4.2.2 FogThe Fog layer is located between the Edge and theCloud architecture. It is responsible for performing themost latency-sensitive processing for Edge Devices, suchas vital signs analysis or traffic management. Thislayer has the services that help operate the Smart City,some being implemented in the architecture presentedin this work and others with the possibility of futureimplementation. There are possibilities, for example,Edge Device connection control services (Section 4.3.1),saving services (Section 4.3.2), data search, analysis andconsolidation, load balancing, among others. Within Fog,there is also a process of ranking the nodes so that nodescloser to the Cloud store more consolidated data than atlower levels in their local database. This approach alsomakes it possible for services to be scaled on a bottom-
up model so that, when deemed necessary, a service cantransfer an operation to the parent node.Although the data is geographically isolated and closeto the users through the Sharding technique, this featureallows all instances to access each other’s data. In this way,load balancing algorithms, for example, when decidingthat a particular task should be performed on the parentnode, do not need to overload the network by previouslytransferring data from one database to another. As thenodes are all interconnected, the data needed to performthe task in the node with more free resources is accessiblefor processing, leaving the responsibility of loading thedata necessary for the requested service. In addition, sinceFog nodes are independent and handle a smaller set of data,consolidation tasks that require information from morethan one Fog Node can be performed concurrently.In this work, we consider that the Fog nodes arearranged in the city according to future implantationdecisions. It is assumed that the database interconnectionsare between all Fog Nodes, but the scale routines are
bottom-up as mentioned before. Therefore, the scope ofthe Fog Nodes is in zones so that a neighborhood canhave one or more responsible Fog Nodes depending on
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the analysis of the traffic in that region of the city. Anotherpossible implementation would be arranged so that severaladjacent neighborhoods with less traffic form a regionwith only one Fog Node. At this point, the architecture isflexible about these implementations.
In order to meet the objectives of this work related to thestorage and traceability capabilities of Edge data for Fog,within the scope of this research, two Fog services will beimplemented, which will be addressed in the Section 4.3.Although it is not part of and not addressed by the proposedmodel, a relevant point to be mentioned is the Fog Nodeselection algorithm. As it is an architecture prepared todeal with the mobility of devices at the Edge, there is thepremise that there will be a service at the Edge and/or Fogresponsible for controlling when to request the sessionregistration on a new Fog Node.

4.2.3 Cloud
The Retrieve Data service and the user tracking metadatastorage service (OTS - Object Tracking Service) areavailable in the Cloud. In this model, the Cloud is the

furthest layer from the users and concentrates servicesthat tolerate a longer response time. The distance ofthe Cloud concerning other services can reach largeproportions on the scale of different states and countries,which can generate high latency rates and is a problemfor applications that need a prompt response. In thisarchitecture, two Cloud services are proposed that willhelp consolidate data and tolerate longer response times.
The first is the OTS, responsible for storing historicaldata on the displacement of users between Fog nodes. Thesecond service is the data query service, Retrieve Data,which communicates with the OTS and Fog. To composea traceability record of mobile devices in the city, Retrieve

Data obtains the history contained in the OTS and, fromthis information, consults the data stored in the Fog Nodes.The idea is that from the Cloud, actors interested in citydata have access to consolidated graphs, dashboards, andreports. In Section 4.3 we describe in more detail the datastructures, responsibilities, objectives, and functioning ofthese services.

Figure 4: Distributed storage architecture proposal for Smart Cities.
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4.2.4 Data Fragmentation andReplicationData from Edge devices will be stored in Fog databasesthrough the Sharding technique, performing thefragmentation from the identifier code of the respectiveFog Node. In each Fog Node, there is a NoSQL databasewhich is a partition of the global mass of data. Thisdatabase has a service linked to it called Router, whichis responsible for accessing the database, and definingthe best execution plan for the requested read or writeoperation. As described in Section 2.4 it is necessary todefine a key field as the fragmentation criterion and one ofthe records indexers. Therefore, as there is a data-savingservice that consistently links the Fog Node identifier inthe registry, the shard_server field was defined as a goodoption for the key to divide the data geographically.Finally, each database instance on the Fog Nodesmust be replicated to two more instances. Replicationis essential to increase availability and add a layer offault tolerance to the model. The replication will followthe master/slave model. When forming the replication,the DBMS elects an instance to be the main one thatwill receive all requests from the Router. A new electiondefines the primary instance if any unavailability occurs.This procedure does not generate losses, as the datais replicated in each instance. Another advantage ofreplication is the response time for read operations. Asthe data is replicated across the instances, it is possibleto configure settings for multiple instances to respondto read operations, so that load balancing occurs andparallelism can process these requests.
4.3 Operation

The functioning of this model depends on some criticalservices. The following subsections describe the fourprimary services that enable distributed storage and usertraceability.
4.3.1 Fog Register SessionThe Fog Nodes Register Session module is responsiblefor receiving initial connection requests from deviceson the Edge, generating a session identifier, makingthis information available to the requesting device, andasynchronously persisting this data in the OTS. Fig. 5presents the sequence diagram of the session registrationoperation performed from an Edge Device to a new FogNode. This procedure must be performed every time a FogNode is responsible for performing tasks from an EdgeDevice. The flow starts with the registration request madeby the Edge Device. The Fog Node receives this requestand generates an identifier UUID version 18 to representthe new session called session_id, stores this record in alocal database of the service and returns the identifier tobe used later by the Edge Device in subsequent requests.In addition, Register Session makes an asynchronouscall to the OTS Cloud service that registers this sessionand, if there is a previous connection on another FogNode, asynchronously requests that the old session be

8UUID v1: it is a universally unique identifier generated from a
timestamp and the MAC address of the computer that is generating it.

expired. The way these asynchronous calls will beperformed and handled does not concern the proposedmodel, so this decision is open for future implementations.However, it is suggested that some fault-tolerant methodbe used to guarantee that the procedures will be executedsuccessfully, for example, with the use of queue servicesor with the publish/subscribe message exchange pattern.
4.3.2 Fog Save Data
Save Data is the name of the service responsible forreceiving requests that store data from Edge devices onFog Nodes. It operates in conjunction with the replicatedand partitioned database via Sharding. In addition, it actsas a wrapper, adding more information to the data that willbe stored, such as Fog Node, session, and user identifiers.Its communication with the database is through the Routercontained in each Fog Node and the storage metadataservice called Config.Fig. 6 shows two examples of data stored in Fog Nodesand how the records of the same user moving betweentwo Fog Nodes would look like. The session_id field variesonly when there is a context change. The id field isa unique identifier with the format that best suits theimplementation’s database. It should be noted that the
data field has a flexible structure, as it contains the datasent by the device or service to be stored.In addition, Fig. 7 shows the sequence diagram ofoperations performed in the data-saving flow from Edgeto Fog. The main flow consists of the Edge Device sendingthe request to save data in the Fog Node passing a valid
session_id. Fog Node validates the informed session andsaves the record. The validations regarding the sessionby the Fog Node are to verify if a session identifier wasinformed and if the value informed is valid or not.
4.3.3 CloudOTS
This service is located in the Cloud and is responsible forstoring the global tracking metadata of users in the city. InFig. 8 an example of the base structure of the data stored inthe OTS is presented, and in the sequence diagram of Fig. 5it was previously shown how the data would reach the OTSthrough of asynchronous requests. The field shard_serverwill be the fragmentation key. That is, from this field, thestored data will be linked to the corresponding partition ofthe database. The field session_id is the session identifierand one of the data indices. It is used to group data fromthe same session, linking the OTS records with the FogNodes data.From these OTS historical records, it will be possibleto calculate the time spent on each node through theconnection time, perform the tracking and extract usefulinformation from these stored data. Different servicescan use the traceability returned by the OTS for differentpurposes. One of these applications is the search for data inFog Nodes based on a user identifier and a period presentedin the following subsection with the Retrieve Data service.However, the application of OTS history is not limited tothe search for data in Fog Nodes. There may be "brother"services to Retrieve Data that manipulate this data to obtainother information.
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Figure 5: Sequence diagram of the synchronous and asynchronous operations performed to register a new session in aFog Node.

Figure 6: Example of a data structure for the same userstored in two different Fog Nodes. Side (a) represents datafrom different sessions for the same user, while side (b)represents data from the same session for the same user.

4.3.4 Cloud Retrieve Data

This service is an example of the integration between theOTS and the data stored in the Fog Nodes to unite thedistributed storage with the traceability of the users. Fig. 9shows a user’s data search operation sequence diagramin a given period. A generic interface requests the datafor the service Retrieve Data that forwards a query to theOTS and, after receiving the return, decides the best routeto request the data, taking into account variables such asthe current availability of Routers. Once the best routesare defined, concurrent queries are performed directlyfor each Fog Node that owns the records. This approachprovides high performance for the model, fetching datastored in a distributed fashion. After the end of the queries,the data is aggregated in JSON format to be returned to theinterface that made the request.
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Figure 7: Sequence Diagram of the Save Data service ofthe Fog Nodes.
5 Evaluation Methodology
We implemented a prototype that simulates theorganization of a Smart City and allows the installation ofseveral database instances to obtain evaluation metricsthat allow the analysis of the results of the proposedmodel. Therefore, in this section, the validation processwill be described. The Section 5.1 describes how themodel prototyping and emulation will be done. In theSection 5.2, the test infrastructure set up to evaluatethe architecture and which devices will be used in theemulation is presented. Then, the variants consideredfor the tests will be described in the Section 5.3. Finally,the metrics used to evaluate the model are defined in theSection 5.4.
5.1 Prototype and Data Emulation

The prototype created to enable the emulation containsthe implementation of the Edge, Fog, and Cloud layers,according to Section 4.2. To meet the objectives of theproposed model, the selected database was MongoDB
v4.29. Being NoSQL and document-oriented, this databasefits the model, as it natively has flexible data structuresand sharding resources by zones and replication. Theprogramming language chosen for the prototype services

9MongoDB: https://www.mongodb.com/docs/manual/

Figure 8: Example of structure of data stored in OTS.
was JavaScript in association with runtime for server-sidecode execution Node.js v1610. The ease of integrationbetween the programming language and this databasethrough ODM11 Mongoose12 was a critical factor in itschoice.The data generated from the Edge were simulated fromthe generation of datasets using the library Faker.js13. Inthe repository available at https://github.com/daniell
ferreira/fog-sharded-storage, the infrastructure of aFog Node and its services Register Session and Save Datawere implemented. Cloud services OTS and Retrieve Datawere implemented in the repositories https://github
.com/daniellferreira/ots and https://github.com/d
aniellferreira/ots-retrieve-data respectively. Theemulation sought to reproduce read and write operationsin the databases of the Fog Nodes of a Smart City, both forthe single manipulation of the records in the Fog Nodesand from the search for the traceability of a given userfrom the Cloud.
5.2 Testing Infrastructure

The infrastructure used to evaluate the model wascomposed of the following items by layers:
• Edge – was used a computer with an Intel Core i7-

10Node.js: https://nodejs.org/11Object Document Mapper (ODM): an application that maps andabstracts documents (records) in the database to structures knownby programming languages .12Mongoose: https://mongoosejs.com/13Fakerz. js: https://fakerjs.dev/

https://www.mongodb.com/docs/manual/
https://github.com/daniellferreira/fog-sharded-storage
https://github.com/daniellferreira/fog-sharded-storage
https://github.com/daniellferreira/ots
https://github.com/daniellferreira/ots
https://github.com/daniellferreira/ots-retrieve-data
https://github.com/daniellferreira/ots-retrieve-data
 https://nodejs.org/
https://mongoosejs.com/
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Figure 9: Sequence diagram of the Retrieve Data service.
9750H Hexa-core processor with 2.6 GHz of clock,16 GB of DDR4 RAM with a minimum frequencyof 2667 MHz, and operating system macOS version11.6.5. Locally, multiple instances of Edge Devices weresimulated through the Apache JMeter14 application thatmade calls to Fog services.• Fog – a computer was used to represent two Fog Nodesby running independent Docker containers. Fog’s Save
Data, Config and Router services and the MongoDBdatabase with sharding and replication in two instanceswere implemented. Regarding the configuration ofthis computer, it is a quad-core processor Intel Core i5-8265U with 1.6 GHz of clock, 20 GB of DDR4 RAM witha minimum frequency of 2666 MHz, and an operatingsystem Linux distribution Linux Mint 20.3. In addition,the ngrok15 service was used to proxy the Fog Nodes,exposing applications running locally to the internetand access to the Cloud.• Cloud – the Retrieve Data and OTS services weredeployed on the Heroku platform16, and the OTSdatabase was deployed on the MongoDB Atlasplatform17. Both platforms are Cloud abstractions for

14Apache JMeter: https://jmeter.apache.org/15ngrok: https://ngrok.com/16Heroku: https://www.heroku.com/17MongoDB Atlas: https://www.mongodb.com/atlas/database

servers and databases and use the resources of Amazon
Web Services18 (AWS) to host your services. In thisway, the same AWS data center in the US (us-east-1)was selected, so it is possible to reduce the latency ofcommunication between Cloud services and databases.

5.3 Scenarios and parameters

In order to evaluate the model in this research, thefollowing two scenarios were implemented:
i. Scenario A – in the first scenario, the response timefor reading and writing operations from the Edge inthe database of a single Fog Node was evaluated. Asa parameter, the number of Edge Devices was varied,progressing the number of devices from 1 to 30. Inaddition, ten calls were made per Edge Device, so in thelast iteration, 30 simultaneous requests were made anda total of 300 requests. A random delay of a maximum of100ms was also used so that the sending of requestshad a slightly more natural behavior. This scenarioallowed the reproduction of the operation of the SmartCity regarding the interaction of Edge Devices with FogNodes.ii. Scenario B – the second scenario simulated thetraceability of users performed from the Cloud service

Retrieve Data. The number of Fog Nodes (from 1 to4) or a centralized approach were used as parameters.In each Fog Node, a dataset with 1000 records wasinserted, from which approximately 100 records shouldbe returned in the query performed. Thus, for thecentralized approach, the mass of data ranged from 1000to 4000 records and should return approximately 100 to400.This scenario varied in 3 approaches and was executedten times for each. The first is proposed by theDASTData model: data distributed in Fog Nodes and thequery via the Cloud performed concurrently. The secondapproach also used distributed storage, but querying theFog Nodes was changed in the Register Session service tobe performed sequentially. Finally, the third approachused centralized storage in Fog to simulate approachesthat do not distribute data across Fog Nodes. Each ofthese approaches represents a possible implementationfor the traceability of distributed data. This scenariocould, for example, be querying user data through acloud dashboard.
5.4 Evaluation Metrics

The evaluation metrics used in the first scenario evaluatethe model’s performance. Therefore, the mean, median,90th percentile (P90), 95th percentile (P95), 99thpercentile, and minimum and maximum latency valuesin milliseconds were used. In the second scenario, as theevaluation is comparative between different approaches,the average latency in milliseconds for the executions wascompared.

18Amazon Web Services (AWS): https://aws.amazon.com/

https://jmeter.apache.org/
https://ngrok.com/
https://www.heroku.com/
https://www.mongodb.com/atlas/database
https://aws.amazon.com/
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Figure 10: Scenario A results for read (side a) and write (side b) operations on databases distributed across Fog Nodes.
6 Results
This section will present the results obtained throughthe evaluation methodology presented in Section 5. Inaddition, the following subsections directly reference thescenarios described earlier.
6.1 Scenario A

The results shown in Fig. 10 demonstrate that readingoperations are faster than writing operations. Latencyaverages, for example, show that reading can be upto 80% faster than writing. This is because writeoperations replicate this information in each databaseinstance contained in the Fog Node at the time of includingthe information. Furthermore, as read operations donot compromise data integrity, they are performedconcurrently by each database instance. Another pointobserved in the figure is related to the latency increasewhen eight simultaneous users are exceeded. Thishappens because, as described in Section 5.2, the processorof the Fog Nodes in this emulation is a quad-core with fourphysical and four logical cores.
6.2 Scenario B

Fig. 11 presents the results of the test scenario thatsimulated how the search for user traceability wouldbe in the Cloud (Retrieve Data for OTS) and later thesearch for data in Fog Nodes. Analyzing this graph, itis possible to conclude that using distributed storagewith concurrent queries is more efficient than centralizedstorage. In addition, there is also the advantage ofusing concurrency in the task of querying distributeddata, as in this approach, there is no need to wait for aresponse from a server to request data from the next one.Therefore, through the results presented in this scenario,it is observed that the approach of the model proposedin this research can be approximately up to 74% moreefficient than in a centralized model and up to 53% moreefficient compared to a distributed sequential model.

Figure 11: Scenario B results for fetching a user’s data inthe model.
6.3 Discussion

From the results presented, it is possible to discuss somepoints of the architecture related to the scalability ofFog Nodes. Although access is decentralized, there maystill be problems related to population concentrationin specific Fog Nodes to the detriment of others. Thehigh number of concurrent users showed in Scenario Athat concentrating access to just one database could bedetrimental to the model’s response latency from a certainpoint onwards. For this reason, a solution could be relatedto using on-demand subshardings in each Fog Node toprovide horizontal scalability internally. In this case, moredatabases could be implemented that equally share theworkload to resolve to write and read operations within asingle Fog Node.
Another relevant point is the implementation ofMongoDB as the main engine for the evaluation. Someof the results may be biased due to using a single DBMS.Therefore, it may be relevant to study and implement theDASTData model in other Non-Relational Databases withreplication support in order to determine whether thechosen resource’s algorithms are not also contributingto the observed improvement points.
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7 Conclusion
In this work, the DASTData model was presented,an architecture proposal for distributed storage thatenables the traceability of Smart Cities users. Throughhigh-performance approaches such as concurrency,replication, and sharding, this research demonstrated theadvantages of DASTData concerning centralized modelsand/or models that do not use concurrent operations.It is expected that this model will contribute to theacademic literature as a possible storage architecture tobe implemented in Smart Cities.Although the model meets the objectives of thework, the results showed some limitations related tothe high demand of several Edge Devices to the FogNodes concomitantly. Furthermore, the model needs tocover some points about implementing asynchrony andswitching decision algorithms between Fog Nodes. Therewas also no detail on performing load balancing betweenFog Nodes. Therefore, there are some future works topropose improvements to the limitations mentioned andalso related to the emulation environment. It would behighly relevant to carry out tests in the proportions of acity in order to obtain more authentic results than thoseof a real operation.
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