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Abstract
The proliferation of fake reviews has become a growing concern on e-commerce platforms, as these reviews can misleadconsumers and harm the reputation of products and services offered. Automatic detection of fake reviews is a challengingtask, as it requires analyzing textual data and identifying subtle patterns that indicate the veracity of reviews. Sincefake review datasets in Portuguese are scarce, in this work, we generate and propose a dataset in Brazilian Portuguesefor the detection of fake reviews. Then, four machine learning algorithms, combined with three text vectorizationmethods, are used in a transfer learning scheme for fake review classification. A comparative analysis is carried outusing performance metrics such as accuracy, F1-score, and false positives. The results show that, for the proposeddataset, the combination of Logistic Regression and a pre-trained BERT model in Brazilian Portuguese, i.e., BERTimbau,reached the best metric values, reaching 96.61% of accuracy.
Keywords: Fake reviews; Machine learning; Classification; Natural Language Processing.
Resumo
A proliferação de avaliações falsas tornou-se uma preocupação crescente nas plataformas de comércio eletrônico, uma vezque essas avaliações podem induzir os consumidores ao erro e prejudicar a reputação dos produtos e serviços oferecidos. Adetecção automática de avaliações falsas é uma tarefa desafiadora, pois exige a análise de dados textuais e a identificaçãode padrões sutis que indicam a veracidade das avaliações. Dado que conjuntos de dados de avaliações falsas em portuguêssão escassos, este estudo gerou e propôs um conjunto de dados em português brasileiro para a detecção de avaliaçõesfalsas. Foram utilizados quatro algoritmos de aprendizado de máquina, combinados com três métodos de vetorizaçãode texto, em um esquema de aprendizado por transferência para a classificação de avaliações falsas. Foi realizada umaanálise comparativa utilizando acurácia, F1-score e falsos positivos. Os resultados mostram que, para o conjunto dedados proposto, a combinação de Regressão Logística e um modelo BERT pré-treinado em português brasileiro, i.e.,BERTimbau, alcançou os melhores valores de acurácia, atingindo 96,61%.
Palavras-Chave: Avaliações falsas; Aprendizado de máquina; Classificação; Processamento de Linguagem Natural.

1 Introduction

E-commerce has been growing significantly in the lastdecades, boosted by the increase in Internet accessand the availability of online transactions. However,implementing e-commerce was initially complex becausecustomers did not trust this system (de Melo Cruz,

2021). With the popularization of the Internet, thesituation changed, and customers have several optionsfor marketplaces and e-commerce platforms. In addition,they can check reviews, provide product feedback for otherusers, and track their products through logistic systems. Itis also noticeable that the Covid-19 pandemic acceleratedcompanies’ migration to online (da Costa et al., 2021),
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leading to historical records in sales in Brazil (Ebit, 2021).There are risks associated with online shopping, suchas falsifications and scams. With the increase in onlineshopping, there is an increase in virtual scams. Sellersmight use techniques to achieve competitive advantagesand raise profits. A number of these companies haveappealed to illicit practices, such as using fake reviews,to improve their reputation and increase sales (Cao, 2023).This scenario led customers to be careful and prioritizetrustworthy platforms for online shopping (Mota, 2021).Accounting for that, since customers also seek feedbackfrom others when using e-commerce, they generallyare confident that those platforms would hold reliableinformation. The use of Machine Learning (ML) canbe an effective alternative to deal with the problem offake reviews on e-commerce platforms (Mohawesh et al.,2021b).Fake reviews are a relevant problem in e-commerce,since they are critical in purchasing process. Accordingto BrightLocal, 82% of the customers had observed a fakereview during a purchase, and citing a Washington Postresearch1, 61% of the Amazon reviews are believed tobe fake. In addition, Akesson et al. (2023) estimate thelosses of USD 0.12 due to fake reviews per dollar spent. Todemonstrate the impact of fake reviews, a reporter createda fake restaurant and made it reach the top 1 in Londonbased on fake reviews2.Therefore, initiatives to detect and prevent fake reviewsare welcome to avoid financial losses – for customers andcompanies –, and distrust by the customer, promoting afair competition between e-sellers. Thus, this paper aimsto evaluate the efficiency of machine learning algorithmsin detecting fake reviews in Brazilian Portuguese. To thebest of our knowledge, this is the first time a dataset inPortuguese has been proposed for detecting fake reviews.Our contributions are 3-fold: (a) a dataset in BrazilianPortuguese to be used as a benchmark for fake reviewsdetection in such language; (b) a GPT-2 model inBrazilian Portuguese for fake review generation; and (c) acomparative analysis of traditional classifiers in the taskof fake review detection.This paper is organized as follows. Section 2presents fundamental concepts; Section 3 describesthe methodology of this work, Section 4 details theexperimental protocol, Section 5 presents and discussesthe obtained results, and finally, Section 6 concludes thispaper.
2 Background
This section presents the fundamentals of the conceptsapplied in this paper: e-commerce and associated risks,fake reviews, and fake review detection.

1https://www.washingtonpost.com/business/economy/how-merchan
ts-secretly-use-facebook-to-flood-amazon-with-fake-reviews
/2018/04/23/5dad1e30-4392-11e8-8569-26fda6b404c7_story.html?2Available at: https://www.youtube.com/watch?v=bqPARIKHbN8.Accessed on March 12th, 2024.

2.1 E-commerce and its inherent risks

E-commerce has been growing significantly in the lastdecades. Access to the Internet and popularizing onlinetransactions played an important role. The convenienceof purchasing from home increased the preference for e-commerce platforms compared to traditional shopping(de Andrade and Silva, 2017). Notably, the Covid-19pandemic accelerated physical stores’ migration to digitalor at least their online presence (da Costa et al., 2021).The commercial use of the Internet began in the early90s. However, it took a few years to be considered abusiness opportunity. Novaes (2016) mention that, fromthe 90s, the interest in business on the Internet startedto be intensified, raising its commercial stage. Accordingto de Melo Cruz (2021), in 1995, there already were onlinecompanies that later became huge market players, suchas eBay and Amazon.According to de Melo Cruz (2021), the beginning of e-commerce was difficult since customers did not trust theonline shopping system. Nowadays, several options areavailable, easing the customer to check reviews and scoresprovided by previous customers. de Melo Cruz (2021)also mentions that the popularization of e-commercecorrelates with access to the Internet in several countries.With the Internet becoming popular, da Costa et al.(2021) mentions that, in 2000s, companies such asAmericanas.com and Mercado Livre reached a great shareof the Brazilian market. However, to da Costa et al. (2021),the penetration of e-commerce in Brazil was smaller(5.18%) than in countries such as China (approximately28%). Therefore, even with the popularization of theInternet, the Brazilian market was not as representative.The scenario changed at the beginning of 2020 due tothe Covid-19 pandemic (da Costa et al., 2021). Companieswith only physical stores had to be present in the digitalworld for survival. Thus, with the pandemics and themeasures to avoid agglomerations, online shopping hasbecome essential to purchasing and receiving products athome with almost no human contact. According to Ebit(2021), a steady growth in e-commerce sales is observeduntil 2019. However, in the first quarter (Q1) of 2020, thegrowth was 46% compared to the same period in 2019, andin 2021 Q1, online sales reached Brazilian real (BRL) 53.4billion, corresponding to a growth of 31% in comparisonwith 2020 Q1.According to de Andrade and Silva (2017), risks inonline shopping are elevated, with falsifications andscams the most frequent risks. Mota (2021) stated that thegrowth in online shopping correlated with the increasein virtual scams. Therefore, e-customers tend to becareful and seek trustworthy e-commerce platforms tomake purchases. Furthermore, when using e-commerce,customers have more time and can purchase wheneverthey want (Nascimento, 2011). According to de Andradeand Silva (2017), 57% of the surveyed people statedthat the lack of security impedes the development of e-commerce in Brazil. To emphasize, recent news reportedBrazilian reais (BRL) 2.5 billion in fraud attempts in thefirst half of 20233

3Available at: https://www.cnnbrasil.com.br/economia/brasil-reg
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2.2 Fake Reviews

When selecting a product/service to purchase online,customers generally evaluated quantitative metrics, suchas rating (commonly using a star scale between 1 and 5),and qualitative information, such as comments/reviews.Resorting to reviews before purchasing is becoming afrequent habit among customers (Cao, 2023). It is nota recent observation, since Valant (2015) mentioneda survey applied by the European Consumer Centres’Network obtained the information that 82% of thesurveyed people read reviews on a product beforepurchasing.Akesson et al. (2023) analyzed the impact of (fake)reviews. In experiments executed in 2020 with 1,000adults from the UK, the authors concluded that inflatedstar ratings increase the chance of customers purchasinga “dont-buy” product. This chance increases with a fakereview, reducing the chance of purchasing a “best-buy”product. The definitions of “dont-buy” and “best-buy”were performed by Which? (Which?, 2020), having the“dont-buy” as poor-quality products, and “best-buy” asgood-quality products.In this scenario, e-commerce companies leveragedifferent ways to increase sales. Some may use unethicalmethods to prevail against competitors. Fake reviews areamong the frequent methods. Cao (2023) state that e-sellers manipulate comments on their products to luremore buyers. These manipulated comments are fakereviews. Tufail et al. (2022) mention that fake reviewsare created to influence products’/services’ reputationin e-commerce platforms. According to Mohawesh et al.(2021b), these fraudulent reviews can enhance or poora product/service/business’ reputation. Mohawesh et al.(2021b) mention that positive reviews can lead to greaterfinancial gains, while negative ones can cause losses toe-sellers. In addition, fake reviews can be produced eitherby people or machines. According to BrightLocal, 82%of the surveyed users had already observed a fake review,while around 61% of the reviews on Amazon are estimatedto be fake.Strategies for fake reviews may differ. In genuinecustomer cases, the e-seller may offer benefits toinfluence the feedback. According to Cao (2023), thesebenefits include cashback and voucher discounts. Thesebenefits can influence the customer to write a reviewbetter than his/her opinion in positive cases, while beingless rigorous in case of a negative review (Cao, 2023).According to Mohawesh et al. (2021b), this can also beconsidered a fake review.Besides offering advantages to real customers, e-sellersalso hire people to write reviews. He et al. (2022)described the fake review market. The authors mentionthat fake reviewers are recruited through social mediaplatforms, such as Facebook. The Facebook groupswere active, with some having around 16 thousandmembers. The researchers also concluded that e-sellersused these groups to promote their products, requestingthe members to purchase and write a positive review in
istra-r-25-bi-em-tentativas-de-fraude-no-e-commerce-no-1o-s
emestre-diz-levantamento/. Accessed on March 12th, 2024.

exchange for a total money return. In some cases, the morerealistic the review, the more money the fake reviewerreceives. He et al. (2022) also mention that, financially,this may be worth it for e-sellers since a small salesnumber may return the “investment”.
2.3 Fake Review detection

Detecting fake reviews is not a trivial task, since thewriting patterns of fake reviewers tend to change tosurpass a possible fake review detection filter (Mohaweshet al., 2021a). However, there is the possibility thatcustomers may detect fake reviews. This approach easesunderstanding fake reviewers’ methods and patterns,indicating potential detection rules (Salminen et al., 2022).The problem with this technique is that once the fakereviewers understand the detection rules, their methodschange to overcome the detection (Salminen et al., 2022;Mohawesh et al., 2021a).Another expected aspect complicating the detectionscenario is that fake reviews can be similar to genuinereviews (Ott et al., 2011). Therefore, machine learningmethods for detection can be of great help. Ott et al.(2011) recruited people and used automated classifiers toevaluate reviews as fake or genuine; classifiers obtainedthe best performance in most metrics. Mohaweshet al. (2021b) mentioned that most researchers, usingmanual detection, obtained at most 60% of accuracy.Thus, using machine learning with the help of naturallanguage processing for fake review detection constitutesan interesting alternative. In this case, the most suitablelearning process is supervised learning, in which theresearchers have examples of fake and genuine reviews(Mohawesh et al., 2021b).
3 Methodology
This paper utilizes the methodology proposed by Salminenet al. (2022), which generates fake reviews using a fine-tuned Generative Pre-trained Transformer (GPT), version2 (GPT-2)(Topal et al., 2021; Solaiman et al., 2019; Radfordet al., 2019).More specifically, from a particular Amazon dataset,Salminen et al. (2022) identified the 10 most frequentcategories. From these categories, the authors selectedthe one with the least frequency as a reference, leadingto a selection of approximately 2,500 items per category,totaling 40,000 items for fine-tuning. After fine-tuning,Salminen et al. (2022) generated 2,000 reviews percategory, using the first 5 words from sampled reviews asinput for GPT-2, which should generate the remainderof the review. Therefore, 20,000 fake reviews weregenerated. In the end, Salminen et al. (2022) condensedthis information into a balanced 40,000 dataset.
4 Experimental Protocol
This section details the experimental protocol appliedin this paper, the description of the original dataset,the classifiers used for fake review detection, the textvectorization methods, the classifiers, the performance
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https://www.cnnbrasil.com.br/economia/brasil-registra-r-25-bi-em-tentativas-de-fraude-no-e-commerce-no-1o-semestre-diz-levantamento/
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metrics to evaluate the classifiers, and the evaluationstrategies.
4.1 Dataset

This paper leverages the Brazilian E-Commerce PublicDataset by Olist(Olist and Sionek, 2018)4. This datasetconsists of eight subsets, of which one is related to reviews.The reviews are linked to the orders. However, we see inFig. 1 that the vast majority are single-product sales. Inaddition, the subset related to product description alsohad to be used to extract product category and performsimilarly as Salminen et al. (2022). Thus, since mostorders include only one item, we used the orders’ reviewsas if they were product reviews to keep in the methodologypresented by Salminen et al. (2022). From the 100,000records available, only 40,000 were considered usefulsince the review field was filled.

Figure 1: Items per order.
Following the methodology proposed by Salminen et al.(2022), we observed that the Olist dataset has fewerreviews than the dataset used by the authors. We hadto select the 15 most frequent categories to have a finaldataset of reasonable size, as shown in Fig. 2.

Figure 2: Category distribution, considering the 15 mostfrequent categories.
Therefore, we generated 1,000 fake reviews for

4Available at: https://www.kaggle.com/datasets/olistbr/brazilia
n-ecommerce. Accessed on March 13th, 2024.

each category using a fine-tuned GPT-2 for BrazilianPortuguese. Still, in line with (Salminen et al., 2022), wekept a balanced number of reviews per category, totaling30,000 reviews. The GPT-2 model is available at https:
//huggingface.co/Ecrb/gpt2-reviews-ptbr.
4.2 Text Vectorization Methods

We applied Bag-of-Words (BoW) (Harris, 1954) and TermFrequency - Inverse of Document Frequency (TF-IDF)(Salton and Buckley, 1988) as text vectorization methods.BoW counts the occurrence of words using a tabularstructure in which the features (or columns) are the words,and each row corresponds to a document (or text).TF-IDF is similar to BoW (Garcia et al., 2025b), butinstead of maintaining the counts, TF-IDF calculates theimportance of words across documents using Eqs. (1)to (3), where d is a document or text.

TF(term,d) = count(term)
sum(count(terms in d)) , (1)

IDF(term) = log number of documents
document_frequency(term) (2)

TFIDF(term,d) = TF(term,d) × IDF(term) (3)
Furthermore, we included pre-trained representationsin this paper. We used BERTimbau (Souza et al.,2020), a pre-trained BERT-based (Devlin et al.,2019) model in Brazilian Portuguese. BidirectionalEncoder Representation from Transformers (BERT)is a Transformer-based language model developed byGoogle (Devlin et al., 2019). It is extensively used intasks such as classification (Thuma et al., 2023), spamdetection (Otieno et al., 2023), etc. BERT is pre-trainedusing unlabeled data for masked language modeling(MLM) and next sentence prediction (NSP). In the MLMtask, the BERT model learns the relationships betweenwords in a sentence, while in the NSP, the relationshipsbetween sentences are learned (Devlin et al., 2019). Thesetasks increase BERT’s capability of generalization andcontextualization.

4.3 Classifiers

In this paper, we evaluate four classifiers: (a) LogisticRegression, (b) Decision Tree, (c) Random Forest, and (d)Support Vector Machine (SVM). We used Python 3.8 andSci-kit Learn (Pedregosa et al., 2011), and the classifiersused default parameters.
4.3.1 Logistic RegressionLogistic Regression (LR) is a classification model suitablefor binary problems (Cox, 1958; Nick and Campbell, 2007).Based on input, this model can calculate the probabilityof a binary event by applying a logistic function, ensuring

https://www.kaggle.com/datasets/olistbr/brazilian-ecommerce
https://www.kaggle.com/datasets/olistbr/brazilian-ecommerce
https://huggingface.co/Ecrb/gpt2-reviews-ptbr
https://huggingface.co/Ecrb/gpt2-reviews-ptbr


16 Borges et al. | Revista Brasileira de Computação Aplicada (2025), v.17, n.1, pp.12–22

a probabilistic interpretation (da Cruz Machado Benatti,2017).The relationship between the binary dependentand independent variables is quantified by estimatingcoefficients, typically using maximum likelihoodestimation. Logistic regression is extensively utilizedacross various disciplines, including medicine, socialsciences, and machine learning, for applications such asheart disease prediction (Godoy et al., 2023), credit riskassessment (Runchi et al., 2023), and spam detection(Berrou et al., 2023).
4.3.2 Decision TreeDecision Tree (DT) is a supervised learning algorithm thatlearns data splits, representing the splits in a tree with splitand leaf nodes. Each node represents a choice between (oramong) different paths, generated according to criteriasuch as Gini index (de Almeida Teodoro and Kappel, 2020).The tree is constructed by recursively partitioning thedata set into subsets based on the attribute that yields thehighest information gain or lowest impurity. Decisiontrees are valued for their interpretability and simplicity(de Almeida Teodoro and Kappel, 2020).
4.3.3 RandomForestA Random Forest (RF) is an ensemble learning methodthat combines many Decision Trees, which generally usesdifferent data partitions and features (Leite et al., 2023).The method introduces randomness by bootstrappingsamples and considering a random subset of features forsplitting at each node, enhancing model robustness andgeneralization. RFs can improve accuracy and reduceoverfitting since they consider the votes of all trees whenmaking a prediction (Leite et al., 2023).
4.3.4 Support VectorMachineSupport Vector Machine is a model that learns boundariesand maximizes the margins to create better separationsbetween classes (da Cruz Machado Benatti, 2017). SVMscan achieve interesting performance when using high-dimensional features as input, which is the case with textsin general (Thuma et al., 2023).
4.4 Metrics

Since this paper generates a balanced dataset for detection,accuracy can be considered a suitable metric. This metricconsiders true positives (TP), true negatives (TN), falsepositives (FP), and false negatives (FP). Eq. (4) showsthe formula for accuracy. In other words, accuracycorresponds to the ratio between hits and the number ofclassified items.

accuracy = TP + FN
TP + TN + FP + FN (4)

In addition, we used the confusion matrix, whichvisually emphasizes the true and false componentsdescribed above, and Macro F1-Score, which is insensitiveto data imbalance. F1-Score (Eq. (7)) is based on precision

(Eq. (5)) and recall (Eq. (6)). The rationale behind the F1-Score is that it requires both precision and recall to be highto achieve a high F1-Score.

precision = TP
TP + FP (5)

recall = TP
TP + FN (6)

F1-Score of a class is mathematically described in Eq. (7)as:

F1(class) = 2 ×
precisionclass × recallclass
precisionclass + recallclass (7)

In all the above-mentioned metrics, the interpretation isthat the closer to 1 (or 100%), the better. The F1-Scoresare reported using the average of the classes.
4.5 Evaluation strategies

In this paper, we performed two evaluations. The firstwas a cross-validation performed considering a stratifiedK-fold strategy using 10 folds. Therefore, the results areaveraged in terms of Accuracy and F1. This strategy isrobust for model selection (Prusty et al., 2022).Since we also report the results in terms of confusionmatrices, we performed a hold-out strategy, splittingthe data into 70% for training and 30% for testing ina stratified manner. The confusion matrices show theresults obtained using the test set.
5 Results
This section presents the results, organized by textvectorization methods. First, it is important to state whatthe errors, i.e., false positive and false negative, mean.In our problem, a false positive means a genuine reviewis classified as a fake review. On the other hand, a falsenegative is a fake review classified as a genuine review. Foranalysis purposes, we assume false negatives are moreprejudicial since the fake review would still be availableto the user, who might be influenced by it to make badpurchase decisions.The results are presented in terms of confusionmatrices, while the metric values are reported in Tables 1and 2.
5.1 Brazilian Portuguese Fake Review Detection

dataset

Following the procedures presented in Salminen et al.(2022), we generated a fake reviews dataset in BrazilianPortuguese, based on the Olist dataset presented inSection 4.1. The generated dataset is available online at
https://github.com/cristianomg10/fake-reviews-ptb
r-dataset/.

https://github.com/cristianomg10/fake-reviews-ptbr-dataset/
https://github.com/cristianomg10/fake-reviews-ptbr-dataset/
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5.2 Classification results

The results are presented considering the textvectorization methods. In this subsection, we reportthe results in the following order: Bag-of-Words (BoW),TF-IDF, and BERT. We fixed the number of dimensionsin 500 for Bow and TF-IDF, while BERTimbau solelyprovides 768-dimension representations.
5.2.1 Bag-of-Words (BoW)Figs. 3 to 6 show the confusion matrix obtained using BoWand the respective classifiers. In Fig. 3, we see the resultsfor Logistic Regression. We see that it obtained interestingresults regarding true positives, true negatives, and falsepositives. Only 434 reviews were confused by the classifier.

Figure 3: Confusion matrix using Logistic Regression andBag-of-Words.
Considering the Decision Tree, it obtained inferiorresults compared to Logistic Regression, reaching almostdouble the false positives obtained by the LogisticRegression. Fig. 4 shows the confusion matrix for thecombination Decision Tree and BoW. Both true positivesand true negatives correspond to around 90% of thoseobtained by Logistic Regression.Random Forest, as expected due to its robustness,obtained better results than Decision Tree. However,the results obtained are slightly worse than those of theLogistic Regression. Fig. 5 presents the confusion matrixfor the combination Random Forest and BoW.At last, Fig. 6 shows the confusion matrix for SVMand BoW. It obtained interesting results in terms of truepositives and true negatives. However, SVM obtainedslightly worse results than Logistic Regression regardingfalse positives while performing better in terms of falsenegatives.To conclude this subsection, Logistic Regression withBoW reached the best results in terms of accuracy, F1, andfalse positives. Precisely, the respective values are 90.49%

± 0.40, 90.49% ± 0.40, and 434.
5.2.2 TF-IDFFigs. 7 to 10 show the confusion matrix obtained usingTF-IDF and the respective classifiers. Fig. 7 shows the

Figure 4: Confusion matrix using Decision Tree andBag-of-Words.

Figure 5: Confusion matrix using Random Forest andBag-of-Words.

Figure 6: Confusion matrix using SVM andBag-of-Words.
confusion matrix for Logistic Regression and TF-IDF. Wesee that Logistic Regression with BoW obtained betterresults than Logistic Regression and TF-IDF. An increasein false positives and false negatives is noticed in this
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scenario.

Figure 7: Confusion matrix using Logistic Regression andTF-IDF.
Considering the combination Decision Tree and TF-IDF,Fig. 8 shows the confusion matrix obtained. In oppositionto using BoW, the Decision Tree together with TF-IDFobtained better results, decreasing the false negatives andfalse positives by almost 10%.

Figure 8: Confusion matrix using Decision Tree andTF-IDF.
Fig. 9 shows the confusion matrix regarding theRandom Forest and TF-IDF. Although this combinationresulted in interesting results, there was an increase infalse positives compared to Random Forest and BoW. Inaddition, this combination obtained fewer false negativesthan the previous approaches, mainly considering theDecision Tree. It is expected since Random Forest is acombination of Decision Trees, being more robust.Finally, using SVM and TF-IDF, this setting resulted inan increase of 45% in false positives compared to SVM andBoW. Fig. 10 shows the confusion matrix regarding SVMand TF-IDF.Considering the combination using TF-IDF, RandomForest obtained the best results. The numbers of false

Figure 9: Confusion matrix using Random Forest andTF-IDF.

Figure 10: Confusion matrix using SVM and TF-IDF.
positives and false negatives are the smallest for thissetting. Random Forest and TF-IDF reached 89.64% ofaccuracy and 89.56% of F1-Score.
5.2.3 BERT
Figs. 11 to 14 show the confusion matrix obtained usingthe pre-trained BERT, i.e., BERTimbau, and the respectiveclassifiers. Fig. 11 shows the confusion matrix obtainedby using Logistic Regression. We can see an outstandingresult considering the low number of false positives andfalse negatives. Regarding the false positive, it is thelowest value obtained in the experiments.Regarding the results from the Decision Tree withBERT, shown in Fig. 12, the number of false positivesaligns with the previously presented combinations, beingconsiderably high. It reached 589 false positives in thetest set, showing that a single Decision Tree is not robustenough for this dataset. In addition, the number of falsenegatives increased dramatically compared to LogisticRegression and BERT.Fig. 13 shows the results for Random Forest and BERT.We see that a combination of Decision Trees could reduceto almost a third, compared to the false positives obtainedby Decision Tree. However, Random Forest obtained
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Figure 11: Confusion matrix using Logistic Regressionand BERT.

Figure 12: Confusion matrix using Decision Tree andBERT.

Figure 13: Confusion matrix using Random Forest andBERT.
almost double the false positives obtained by the LogisticRegression.

Finally, Fig. 14 shows the confusion matrix for SVMand BERT. SVM was the closest to Logistic Regression,

Figure 14: Confusion matrix using SVM and BERT.
obtaining 193 false positives in the test set. In addition,SVM and BERT hit true positives and true negatives morethan 10% above the Decision Tree.Table 1 displays the results, considering a stratified K-fold strategy with 10 folds. The values in bold are thebest considering the text vectorization method, whilethe values with the star (*) are globally the best. We seethat, for the proposed dataset, Logistic Regression was thebest in two scenarios, i.e., using Bag-of-Words (BoW) andBERT. Interestingly, using TF-IDF, Random Forest was thebest classifier, almost 4 percent points on average abovethe results obtained by Logistic Regression. Furthermore,BERT provided the best representations. It is expected dueto its ability to capture contexts instead of only countingwords and measuring the importance of words withoutperceiving their relations.

Table 1: Summarization of the results. Results wereobtained using stratified K-fold using 10 folds.
Text Vect. Classifier Accuracy (%) F1-Score (%)BoW Logistic Regression 90.49 ± 0.40 90.49 ± 0.40BoW Decision Tree 83.26 ± 0.44 83.24 ± 0.45BoW Random Forest 88.90 ± 0.80 88.84 ± 0.83BoW SVM 89.87 ± 0.53 89.75 ± 0.63TF-IDF Logistic Regression 85.90 ± 0.69 85.88 ± 0.70TF-IDF Decision Tree 83.54 ± 0.67 83.52 ± 0.67TF-IDF Random Forest 89.40 ± 0.63 89.37 ± 0.64TF-IDF SVM 86.15 ± 0.60 86.08 ± 0.61BERT Logistic Regression 96.55 ± 0.31* 96.54 ± 0.31*BERT Decision Tree 87.02 ± 0.60 87.02 ± 0.60BERT Random Forest 93.31 ± 0.43 93.28 ± 0.43BERT SVM 96.12 ± 0.49 96.06 ± 0.54

Table 2 shows the results using a stratified holdoutstrategy. Precisely, the results were obtained fromthe test set, which corresponded to 30% of the data.Again, Logistic Regression with BERT resulted in the bestperformance among the evaluated strategies, reaching thesmallest number of false positives.
6 Conclusion
Fake reviews have become a concern on e-commerceplatforms since they can jeopardize product reputation
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Table 2: Results were obtained using the test set in aholdout strategy using 30% of the data for the test.
Text Vect. Classifier Accuracy (%) F1-Score (%) FPBoW Log. Regression 90.29 90.30 434BoW Decision Tree 82.44 82.61 748BoW Random Forest 88.62 88.74 465BoW SVM 90.13 90.01 499TF-IDF Log. Regression 86.00 85.91 660TF-IDF Decision Tree 83.87 84.01 685TF-IDF Random Forest 89.64 89.56 503TF-IDF SVM 85.90 85.61 724BERT Log. Regression 96.61* 96.62* 141BERT Decision Tree 86.89 86.89 589BERT Random Forest 93.33 93.38 271BERT SVM 96.40 96.38 193

and lead users to make decisions based on unrealinformation. Fake review datasets are scarce in theliterature. Therefore, this paper presented a fake reviewdataset in Brazilian Portuguese based on the Olist dataset.Following the procedure presented in Salminen et al.(2022), we fine-tuned a GPT-2 model to generate thefake reviews. In addition, we evaluated three textvectorization methods, i.e., BoW, TF-IDF, and BERT(BERTimbau), together with four classifiers, i.e., LogisticRegression, Decision Tree, Random Forest, and SVM.Logistic Regression with BERT reached the best valuesregarding F1-Score, accuracy, and false positives.Although this paper contributes with resources forthe literature, i.e., a GPT-2 model for review generationin Brazilian Portuguese and a fake review dataset inBrazilian Portuguese, it has some limitations. For example,computer-generated reviews do not necessarily havethe characteristics of fake reviews. On the other hand,companies such as Yelp leverage an unknown filteralgorithm to detect fake reviews (Mohawesh et al., 2021a).This highlights the difficulty of performing research inthis area.In future works, we intend to develop methods forincremental detection of fake reviews, using the reviewsas a text stream (Garcia et al., 2025a), which is a morerealistic scenario for online e-commerce platforms (Gamaet al., 2014). In a text stream, texts arrive individually,and an incremental classifier must learn from and discardthe new input text. Furthermore, in such scenarios, it ispossible to evaluate potential concept drifts in the fakereviews.
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