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Abstract

Contemporary enterprise environments involve a large amount of information and heterogeneous applications that must
exchange data in near real time. Integration platform-as-a-service (iPaaS) solutions support this scenario by executing
integration processes composed of workflows of tasks. However, current task scheduling algorithms used in integration
platforms, such as First-In, First-Out (FIFO), may lead to poor performance and unfair use of computational resources
under high workloads. In this article we propose the Multi-queue Round Robin (MgRR) algorithm, a task scheduling
heuristic tailored to the runtime systems of enterprise application integration platforms. MgRR organises tasks into
multiple queues and applies a round-robin strategy with preemption to avoid starvation and to distribute the load
more evenly among workflows. We evaluated MqRR against the traditional FIFO heuristic using an integration process
simulator and three real-world integration workflows, under increasing message arrival rates. Regarding our research
questions, the results show that: (RQ1) there is a workload threshold from which FIFO degrades its performance, leading
the number of completed messages to approach zero; and (RQ2) MgRR improves task scheduling performance in high
workload scenarios, keeping a linear growth of makespan and increasing the number of processed messages. These
findings indicate that MgRR is more suitable than FIFO for integration platforms that must handle high message rates
in cloud environments.

Keywords: Application integration; task scheduling; algorithm; workflow scheduling; integration patterns; round robin.

Resumo

Ambientes empresariais contemporaneos envolvem uma grande quantidade de informacoes e aplicacdes heterogéneas
que precisam trocar dados em tempo quase real. Plataformas de integracdo como servico (iPaaS) apoiam esse cenario
executando processos de integracdo compostos por fluxos de tarefas. Entretanto, algoritmos de escalonamento de
tarefas comumente utilizados nessas plataformas, como o First-In, First-Out (FIFO), podem levar a baixo desempenho
e uso injusto dos recursos computacionais sob cargas de trabalho elevadas. Neste artigo propomos o algoritmo Multi-
queue Round Robin (M@RR), uma heuristica de escalonamento de tarefas voltada aos sistemas de tempo de execu¢éo
de plataformas de integracdo de aplicagdes empresariais. O MQRR organiza as tarefas em muiltiplas filas e aplica uma
estratégia round robin com preempgdo para evitar inanicdo e distribuir a carga de forma mais justa entre os fluxos de
trabalho. Avaliamos o0 MgRR em comparac¢do com a heuristica FIFO tradicional por meio de um simulador de processos
de integracdo e de trés fluxos de integracdo provenientes de cenarios reais, variando a taxa de chegada de mensagens.
Em relagdo as questdes de pesquisa, os resultados mostram que: (RQ1) existe um limiar de carga a partir do qual o FIFO
degrada seu desempenho, fazendo com que o nimero de mensagens concluidas tenda a zero; e (RQ2) o MqRR melhora o
desempenho do escalonamento de tarefas em cenarios de alta carga, mantendo um crescimento linear do makespan e
aumentando o niimero de mensagens processadas. Esses resultados indicam que o MgRR é mais adequado que o FIFO
para plataformas de integra¢do que precisam lidar com altas taxas de mensagens em ambientes em nuvem.

Palavras-Chave: Integracao de aplicativos; agendamento de tarefas; algoritmo; agendamento de fluxo de trabalho;
padroes de integracdo; round robin.
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1 Introduction

The large volume of information generated by the
increasing number of heterogeneous devices connected
to the Integration of the Internet of Things (IoT) produces
knowledge and creates more business opportunities
for enterprises. Integrating IoT with cloud computing
has become primordial in tackling the increasing
data and managing virtual resource utilisation and
storage capacity. It also creates more usefulness from
generated data and develops innovative applications for
the users (Mohammad Aazam and Eui-Nam Huh and
Marc St-Hilaire and Chung-Horng Lung and Ioannis
Lambadaris, 2016).

The integration platform-as-a-service (iPaaS) is a
cloud service that integrates services and applications
to interchange data and functionalities to respond to
business process requests quickly. In 2017, every
two out of three application integration projects were
directly developed using Cloud integration platforms, and
iPaaS was the preferred deployment for the integration
platform. The annual revenue for iPaaS grew higher
than the traditional implementation of integration on-
premise (Guttridge et al., 2017; Sharma, 2017). An iPaaS
allows software engineers to design, run, and monitor
integration processes. An integration process carries out
a workflow comprising distinct atomic tasks, connected
by communication channels that desynchronise one
task from another (Pezzini et al., 2015; Kanagaraj and
Swamynathan, 2016). Messages move through the
workflow, encapsulating data from/to the integrated
applications.

Many current open-source integration platforms
support integration patterns documented by Hohpe
and Woolf (2004) and follow the Pipes-and-Filters
architectural style (Alexander et al.,, 1977). Pipes
depict message channels, and filters represent atomic
tasks implementing a particular integration pattern
to process messages. The runtime system is the
platform component responsible for executing integration
processes (Frantz et al., 2016), and its primary function
is task scheduling (Guo et al., 2015; Hilman et al., 2018).
Task scheduling manages the schedule of the execution
of tasks and the use of computational resources. In the
context of cloud computing (where the charging model is
pay-as-you-go), task scheduling should be aligned with
the minimisation of costs (Freire, Frantz, Roos-Frantz
and Sawicki, 2019), with the handling of large volumes
of data from IoT (Shoukry et al., 2019), and with market
demands for quality of software, flexibility, and response
times (Fan et al., 2018).

In the literature, we found two main execution
models for runtime systems: process-based and task-
based (Blythe et al., 2005; Boehm et al., 2011; Frantz
et al., 2012; Alkhanak et al., 2016). This classification
concerns the granularity that the runtime system deals
with regarding task execution (Freire, Frantz, Roos-
Frantz and Sawicki, 2019). In the process-based model,
the runtime system deals with process instances. In
this model, a thread is assigned to an instance of the
integration process; this thread is used to execute every
task that composes the workflow over an inbound message

so that this message may flow throughout the process.
After every task in the workflow has been executed, the
thread is released. In the task-based model, a thread
is assigned to an instance of a task so that this thread
is used to execute the task over the inbound message
that reaches the task. When the task is completed, an
outbound message is written to the channel that connects
the current task to the next one in the workflow, so the
thread is released. The execution of the message in the
next task now depends on a new assignment of an available
thread to this task. In this article, we discuss the task-
based execution model. In this execution model, when
messages have a high input rate, threads tend to execute
initial tasks more frequently than other tasks due to the
First-in-first-out (FIFO) policy, which is used in task
scheduling. In the FIFO policy, the first arriving task will
be executed in the first place, while the next will wait
until the first task is finished. Thus, this model may lose
efficiency when an integration process is submitted to
high input rates of messages (Frantz et al., 2012; Freire,
Frantz, Basto-Fernandes, Sawicki and Roos-Frantz, 2022;
Freire, Frantz, Frantz and Basto-Fernandes, 2022b).

In a cloud computing environment, the task scheduling
of various IoT applications is complicated due to the
heterogeneous characteristics of 10T data. On the other
hand, this scheduling needs to be efficient, and the load
must be balanced to maximise performance while meeting
constraints such as task dependencies (Basu et al., 2018).
The increased volume, variety, and velocity of 10T data
generated and their real-time processing require higher
computational capacity than is usually offered on the cloud.
However, the virtually unlimited computational capacity
of the cloud entails a higher communication latency and
a higher monetary cost. For this reason, the workload
balance requires an effective and dynamic task scheduling
heuristic (Stavrinides and Karatza, 2018).

Building fair scheduling while increasing performance
is a significant concern for enterprises once they
concurrently submit workflows for execution in different
resources. Pietri et al. (2019) define fair scheduling
as one that provides an adequate balancing from the
workload to resources. In the domain of application
integration, to obtain fair scheduling in contemporaneous
environments, it is required to re-engineer integration
platforms (Linthicum, 2017). The enhancement of the
runtime system task scheduling can help enterprises take
advantage of the scalability of Cloud computing, increase
their productivity and reduce their costs by optimising
computational resources.

In this article, we propose the Multi-queue Round
Robin (MgRR), a new policy for task scheduling of
integration processes carried out by runtime systems.
First, we represented integration processes using Directed
Acyclic Graphs, then classified them according to their
conceptual models and logic integration. Next, we
implemented our proposal through algorithms, which
provide a fair allocation of threads to tasks from
integration processes with high data volumes.

We executed a performance comparison of MgRR and
FIFO heuristics under different load conditions. The
results of this experiment proved that the FIFO is better
than MgRR until a threshold of workload is reached.
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Then, MgRR performance becomes higher, and FIFO
stops delivering processed messages. MgRR revealed
higher robustness in tackling high workloads and the
uncertain environment of integration processes. The
results were validated statistically with ANOVA and Scott
& Knoot tests. Our proposal can adequately integrate
the runtime systems of integration platforms into the
contemporaneous integration environments and provide
suitable solutions for the challenges raised by cloud
computing and the Internet of Things.

The rest of this article is organised as follows:
Section 2 discusses the related work regarding task
scheduling; Section 3 describes the characteristics of
scheduling in integration processes; Section 4 presents the
problem formulation; Section 5 presents our algorithm;
Section 6 presents an experiment to validate the proposal,
and Section 7 presents our conclusions and future works.

2 Related Work

This section provides a literature review on recent task-
scheduling approaches in cloud and edge computing. We
group the selected works according to their main focus
and optimisation goals.

- Task scheduling in cloud computing environments.
Works in this group focus on minimising makespan and
meeting deadlines by mapping tasks to heterogeneous
virtual machines, often using variants of classic
heuristics or metaheuristics.

- Energy and cost efficiency. These proposals aim
to reduce energy consumption and monetary cost in
clouds, e.g. by consolidating tasks, turning off idle
machines or using multi-objective optimisation (such
as PSO and GA) for resource allocation.

- Resource utilisation and workflow management.
Here, authors concentrate on improving resource
utilisation, balancing the load among servers and
managing complex workflows and DAGs with heuristic
scheduling strategies.

+ Scheduling in cloud and edge computing. Some works
extend the scheduling problem to hybrid cloud—edge
scenarios, distributing tasks between central clouds
and edge devices while minimising latency and
makespan.

- Novel and hybrid algorithms. Other approaches
combine heuristics, metaheuristics and graph-based
models, for example scheduling workflows represented
as DAGs and applying hybrid algorithms to improve
performance in large-scale infrastructures.

- Large-scale MapReduce clusters. Finally, there are
proposals specifically designed for large MapReduce
clusters, often building on classical scheduling theory
and adapting it to big-data workloads.

Table 1 summarises the main optimisation goals,
application domains and methods used in the selected
related work. Most existing works focus on minimising
makespan and cost in cloud environments, while our
proposal targets the runtime systems of enterprise
application integration platforms.

3 Background

In this section, we shall discuss task scheduling for
integration processes which adopt integration patterns
documented by Hohpe and Woolf (2004) and the Pipes-
and-Filters (Alexander et al., 1977) architectural style. We
shall define the main elements involved in this type of
scheduling and describe the task-based model, which is
the model approached in this article.

An integration process is a computational program that
supports exchanging data and functionalities amongst
applications to perform a “job”. A job is a user request.
The accomplishment of a job consists of receiving input
data from the user request and then processing these
data to produce output data. Usually, one or more
sources deliver data to an integration process, which goes
through a segment of “tasks” uncoupled and connected
by “communication channels”. Then, the data is delivered
to one or more data sinks. Sources and sinks of data can
be applications, databases, sensors, etc. Data are wrapped
in “messages”. A message has a header and a body. The
header contains custom properties, and the body has the
payload data. A message can be split into one or more
messages in the workflow; two or more messages can be
merged into a unique message.

We use the following terminology:

- “Workflow” is a set of atomic tasks chained via
communication channels inside an integration process.

- “Segment” is a piece of a workflow that can be
composed of sequentially arranged tasks, in parallel, or
both.

- “Path” refers to a specific segment connecting a source
to a delivery application by which a message is entirely
processed in an integration process.

A task can have either one or more inputs or outputs,
depending on the integration pattern implemented.
Every pattern represents an atomic operation with a
specific operation (transforming, filtering, splitting,
joining, or routing) on message processing. Tasks of
a path have an order of dependence to be executed so
that a message can only be processed by a task after
each and every predecessor task has processed this
message. An outbound message of a task is written to
the communication channel that connects this task with
the next one in the workflow path. Parts of the integration
process may contain tasks that can be executed in parallel.
The number of tasks executed in parallel is limited to the
number of available cores, and the executions always obey
the order of dependence in an integration process.

All activities required to accomplish the message
processing are orchestrated by the “scheduler” that
is the central element of the runtime system. The
“scheduler” also manages the computational resources
for the task execution. These resources are “threads”
that are usually grouped in “thread pools”. A thread is
the smallest sequence of a computational program that
the runtime system can manage. Execution threads are
abstractions from pieces of physical threads, also called
Central Processing Unit (CPU) cores, which are physical
and independent processing units. In this article, we refer
to execution threads as “threads”, and physical threads as
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Table 1: Related work summary.

Ref. Goal Research field Method
Guo et al. (2015) Minimize makespan Cloud Fuzzy
Rimal and Maier (2017) Minimize makespan, cost, and tardiness Cloud -
Zhou et al. (2017) Maximise completion ratio and minimize bandwidth  Broadcast EDS
consumption
Zaourar et al. (2018) Minimize makespan and energy consumption Manufacturing PSO
Manasrah and Ali (2018) Minimize makespan, cost and balancing load Cloud GA & PSO
Rodriguez and Buyya (2018) Minimise makespan, cost, deadline, and Virtual Cloud -
Machine (VM)
Anwar and Deng (2018) Minimize makespan and cost Cloud BoTs & MIP
Sun et al. (2018) Minimize makespan and resource utilisation rate E-Stream EFT & max-min
fairness
Ghafouri et al. (2019) Minimize makespan and cost Cloud back-tracking
Xije et al. (2019) Minimize makespan and cost Cloud & Edge PSO
Eldesokey et al. (2021) Minimize makespan, execution time and cost Cloud PSO & SSO
Attiya et al. (2022) Minimize makespan Cloud & IoT MRFO & SSO
Kumar et al. (2019) Minimize makespan Cloud B&B
Al-Maytami et al. (2019) Minimize makespan and cost Cloud DAG
Gade et al. (2022) Minimize makespan Cloud NALCA
Tarafdar et al. (2021) Minimize makespan and energy consumption Cloud Greedy & ACO
Zhang and Shi (2021) Minimize makespan and execution time Cloud ACO
Xia et al. (2022) Minimize makespan Cloud TOPSIS & MT
Tian et al. (2016) Minimize makespan Cloud JA & MapReduce
[Our Proposal] Minimize makespan Enterprise RR
Application
Integration (EAT)
“cores”.

Several jobs are typically processed at a particular time
so that several job instances can be used. The processing
of a job corresponds to executing all tasks of a path which
results in the accomplishment of the job. The execution
model of runtime systems establishes how they must
execute tasks and allocate threads during the processing
of messages in an integration process (Freire, Frantz and
Roos-Frantz, 2019).

3.1 Task-Based Execution Model

In this section, we describe the interactions amongst a
scheduler, a task, and threads in systems that adopt the
task-based model. As shown in Fig. 1.

If there are messages in all communication channels,
and if they are sources of a task, then this task is ready to
be executed. Ready tasks depend on an available thread to
execute them. Meanwhile, their executions are annotated
in a waiting queue. Tasks are, therefore, instantiated and
executed by following a First-in-first-out (FIFO) policy,
in which the task that was first annotated is scheduled to
be executed first. Threads are usually grouped in pools,
so the creation of consecutive threads is avoided, and task
requests are quickly handled (Jeon and Jung, 2018).

The “scheduler” creates, manages, and releases
threads. It can also configure the pool by determining
parameters, such as the initial thread number, the
maximum number of threads, and the maximum lifetime
of an idle thread. The “scheduler” assigns threads to
execute instances of tasks, and after an instance of the task
is executed, the thread is released back to the pool. The
processing of a message in the next task now depends on a
new assignment of an available thread from the pool to this
task. A message is processed in an order dependent on the
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Figure 1: Actions involved in the scheduling of
integration processes.

task of the path, which is composed of several segments.
Tasks in sequential segments are sequentially executed,
whereas tasks in parallel segments can be executed
simultaneously once they are not interdependent.

4 Problem Formulation

In this section, we formulate our research problem.
Firstly, we describe the software ecosystem and the
integration process of a real-world problem. Then, we
describe the terminology of the task scheduling problem
in integration processes, which is based on the classic
real-time scheduling theory and general-purpose parallel
systems. Lastly, we present a mathematical formulation
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Figure 2: Huelva’s County Council conceptual model (adapted from (Frantz et al., 2016)).

composed of the problem definition and the objective
function. The former is the modelling and codification
of the problem; the latter measures the adequacy of the
heuristic in order to maximize the number of processed
messages and minimize makespan.

4.1 The Software Ecosystem

The Huelva’s County Council problem is a real-world
integration process that automates user registration into
a central repository (Frantz et al., 2016). Its conceptual
model is depicted in Fig. 2.

Within this integration process, integrated applications
are: “Local Users”, “Portal Users”, “Lightweight Directory
Access Protocol (LDAP)”, “Human Resources System”,
“Digital Certificate Platform”, and “Mail Server”. The
“Local Users” are one of the source applications to manage
data from users’ information systems from the county
council. The “Portal Users” is another source application
which manages users in the web portal. The “Human
Resources System” is the application that provides
employees with personal information. Information such
as name and e-mail are required to compose notification e-
mails. The “Digital Certificate Platform” is the application
that manages digital certificates. Finally, the “Mail Server”
is the application that runs the e-mail service and is used
exclusively for notification purposes.

4.2 Terminology

The task scheduling of integration processes can be
represented as a set of jobs, J= {ji,j2, - ,jn} of the same
capability on computational resources, consisting of m
threads. Every job can have infinite paths of job instances

jiwithi=1,...n. Apath can have segments of tasks, which
can be sequential, parallel, or both. Tasks in sequential
segments are executed, obeying their order of dependence.
Tasks of parallel segments can be simultaneously executed
on different cores.

The DAG represents task models for real-time
scheduling, allowing the description of constraints on
tasks execution (Saifullah et al., 2013). In the DAG model,
an integration process is described as a workflow W
composed of k tasks, being an extension of the DAGs with
weighted vertices (E;, T;), where T; = {ti,l, tizy - ,ti,k} is
the set of vertices and E is the set of edges. Every vertex
in the graph represents a process task, and each edge
represents a communication channel, which indicates
precedence constraints among tasks. Every edge has a
weight, representing the task’s waiting time in the queue.

Ritter et al. (2018) represented the integration process
as a directed graph called Integration Pattern Typed
Graph (IPTG). IPTG was defined as a set of nodes T
and edges E C T x T and a function type : T — F,
where F = {start, end, message processor, fork, join,
condition, merge, external call}. Foranodet € T -t =
{t e T|(t'-t) € E} for the set of direct predecessors of
t,and t- = {t"eT|(t-t")eE} for the set of direct
successors of t.

The function type records what type of task each node
represents. The first correctness condition claims that
an integration pattern has at least one input and one
output; the second condition indicates the cardinality of
the involved tasks, i.e., the in-degrees and out-degrees
of a node. The last condition states, “the graph (T, E) is
connected and acyclic,” indicating that a graph represents
only a task and its relation with its predecessor and
successor tasks and that messages do not loop back to
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previous tasks. From the IPTG representation, we adopted
the condition of verification, the classification by task
cardinality, and some terminologies, such as type start,
end, join, message processor, and external call. Since
we have considered the logic operation of the task, we
then added and, or, and or* function types. We called
our representation of Integration Operation Typed Graph
(I0TG).

AnIOTG (T, E, type) is correct if the following conditions
apply:

— 3t,t, € Twithtype (t;) = start and type (t,) = end;

— if type (t) € {and} then |-t| = 1and |t| = n must
produce messages to all n outputs;

— if type (t) € {or} then |-t| = 1and |t| = n produce
message in at least one of its outputs;

— if type (t) € {or*} then |-t| = 1and |t-| = n produce
message in only one of its outputs;

— iftype (t) € {join} then |-t| =nand |t-| = 1;

— iftype (t) € {message processor} then |-t| =1and |t-| =
1

— iftype (t) € {external call} then |-t| =1and |t-| = 2;

— the graph (T, E) is connected and acyclic.

4.3 Problem Definition

There are two input tasks represented by tigqr; and
tastart, and two output tasks represented by t,,,4 and t, 4.
Tasks which exchange messages with applications during
runtime are represented by ty; and ty,. Intermediary tasks
are represented by t;, where i ranges from 1 to 13. In
the integration logic of sc3, arriving data o users from
tistart and togeqre are replicated and one copy flows towards
“Human Resources System” for information about the
employee who has a user record. Further, on tg, the
message is replicated, and while one copy flows towards
“LDAP”, another one flows towards “Digital Certificate
Platform”. “Digital Certificate Platform” represents the
application that manages digital certificates. The sending
of the certificate and the notification to the employee about
the inclusion in the “Lightweight Directory Access (LDA)”
is done by “Mail Server”. The path for a local user that has
an e-mail address is the task segment s; = tigeare, ta, t2, t3,
tA, tXl) t5, t6’ t7, ts, t9, th) tll) t12) t13, tlend' The path for a
local user that has not an e-mail address is the following
task Segmel’lt S2 = bistart, b1, B2, U3, t4) txa, t5, tg, t13, tzend'
The path for a web user that has an e-mail address follows
the task segment s3 = tygpgrt, ta, t2, t3, ty, ta, ts, te, t7, tg,
to, tio, t11, t12, t13, tieng- The path for a web user who has
not an e-mail address is the task segment s, = tygiar, t1,
ta, t3, ts, ba, ts, tg, t13, theng- Examples of tasks that can
be executed in parallel in the sc3 integration process are
t3,t7] , [tg,t10], [t7,t18]. A DAG task model represents the
Huelva’s County Council integration process, as shown in
Fig. 3.

There are 19 nodes representing the 19 tasks: tisqrt,
tZStarty t]end) tzend) tl) tZ) t3) t4) t5) t6) t7) t8) t9) t10) tll) t12)
t13, txy, tx,- tistart @aNd tagiqrr are starting nodes, while t .4
andt,,,  are end nodes. The nodes tx,, tx, are tasks that
send and receive information to/from applications. There
are 20 edges representing the 20 channels.

In the Integration Operation Typed Graph, t;s and
tastart Are start tasks; t,, tg are and tasks; ty is the or* task;
t1, t;, to are join; t3, ts, t7, ty, t11, t12, t13 are the ones from
the message processor; tx1, tx, are external call tasks; and
tiend toend are end tasks.

4.4, Mathematical Formulation

The total processing time of a message in a given job
instance, TP;, is defined by the elapsed time interval
between the time a message is entered and the time it
leaves the workflow. TP;, is the sum of the execution time
of all the path tasks by which the message must flow
for its complete processing, as shown in Equation 1. We
assume that the execution time of a task, TE;, includes
all times involved, such as the total CPU time, the
waiting time of the tasks in a queue, and the waiting
time of the task in request and response operations with
external applications. The number of tasks in the path is
represented by tot. We also assumed that the range of a
task execution time t;, is defined as [te;, , tey, i 1.

tot
TP, = ZTEt;u where {TEtk ER| tey, < TEy < tep, ﬁn}
1

(1)

Makespan is calculated by the average of job instances

accomplished during a given elapsed time, At, c.f.

Equation 2. The total number of job instances

accomplished during an elapsed time is [j;|. This

formulation is represented by the objective function
shown in Equation 3.

ljil

> TP, Ji
Makespana; = 1|j | (2)
i
min{Makespan} 3)

Thus, the problem can be formulated as:

Find out an algorithm for task scheduling that minimizes makespan under
high workloads and the uncertain environment from integration processes.

5 Our Proposal

We propose the Multi-queue Round Robin (MgRR)
algorithm to tackle high workloads and the uncertain
environment of integration processes. Our algorithm
is lightweight and deals with the dynamicity of the
application integration environment without harming the
execution performance of integration processes. The main
algorithm of our proposal uses the Round Robin heuristic,
a classical scheduling algorithm popularly known for its
simplicity, efficiency and effectiveness in computing (Sun
etal., 2015; Zhang et al., 2018; Xie et al., 2019).

Two main components of the implementation are
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Figure 3: Huelva’s County Council represent in a DAG task model.

worth describing in detail: Multi-queue Round Robin and
Allocate Thread. The former applies the Round Robin
heuristic to queues of tasks, which maintains tasks of
an integration process. Allocate Thread manages the

execution of tasks by threads and sending tasks to queues.

We analyze the proposed algorithms and discuss their
computational complexity. It should be noted that the
data input for the analysis (n) is defined by the number
of tasks from the integration process. For the analysis
purposes, we will consider only the worst-case execution
of all algorithms.

5.1 Multi-queue Round Robin

The Multi-queue Round Robin algorithm performs
the heuristic that coordinates the task scheduling. It
configures multiple queues of tasks, and threads poll them
in a circular order. Each queue maintains the instances of
a task; however, tasks belonging to parallel segments can
be maintained in the same queue, for they can be executed
in parallel. Tasks are maintained in a queue in decreasing
order of arrival time, in which the head of the queue has
the first arriving task, whilst its tail has the last one to
arrive. Available threads recurrently poll a queue of tasks;
if there are any, they are executed by threads. At every
polling, a fixed number of tasks (preemp) is caught to be
executed.

This algorithm receives task queues, the total number
of tasks, and the number of tasks that must be executed
every time threads check a queue. The last input must
be indicated when the execution is with preemption. The
algorithm starts by initializing two auxiliary variables:
totsize and preemp. The former corresponds to queue total
size, and the latter to preemption.

The algorithm checks all queues from the first to the
last task. The algorithm remains there to check queues
in a circular order, while there are annotations of tasks
to execute in any other queue. The algorithm checks the
number of annotations of tasks inside the queue, and if
there is no preemption or the queue size is smaller than
the preemp variable, then the algorithm assigns the queue
size to the preemp. The queue size is the number of tasks
annotated until that time. Otherwise, preemp equals the
number of tasks set in the preemption, which is an input
of the algorithm. Afterwards, this algorithm calls the
algorithm that allocates threads and executes tasks.

Algorithm 1 Multi-queue Round Robin (MqRR)

Input: queues of tasks: queues| ]

Input: total number of tasks: numtasks

Input: number of tasks performed at a time (preemption):
preemptask

1: totsize 1
2: preemp « preemptask
3: while totsize > 0 do
> Execution of tasks of the queues
4 for [i] = 1 to numtasks do
5: if queues[i] # ¢ then
> Checks whether there is preemption
>and compares with queue size

> Initialises the queue size
> Initializes preemption

6: if (preemp = 0) or (queuesli].size < preemp)
then

7: preemp « queues|i].size

8: else

9: preemp <+ preemptask
10: end if

> Allocate threads to tasks of the queue

11 Allocate Thread (queues|il, preemp)
12: end if

13:  end for

14: totsize + 0 > Calculates the total size o task queues
15: for [i] = 1to numtasks do

16: totsize + totsize + queues|il.size

17: end for

18: end while

Thealgorithm is given the number of tasks, task queues
and a preemption value. Line 3 presents the main loop,
while there are tasks to be processed, complexity (O(n)).
Line 4 presents a loop that goes through all the queues
of the different types of tasks. In the worst case, we have
one task for each queue, complexity (O(n)). The algorithm
gives the complexity of line 11, “Allocate Thread” (O(n)).
On line 15, step through all task queues to count existing
tasks. In the worst case, each task is of a different
type, stored in a specific queue, complexity (O(n)). The
remaining lines inside the loop can be grouped in constant
complexity (0(1)).

Asymptotically we have:
0(n) + 0(n) + O(n) + 0(n) + 0(1) = O(n)
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Algorithm 2 Allocate Thread

Input: task queue: queuesli]
Input: number of tasks performed at a time: preemp
Input: last task vector: LastTask| ]

L > Configures thread pool
: Creates elastic thread pool
: for [j] = 1to preemp do

> Assigns the task of the queue head to task
4 task <+ queue[i].head
5: if task is not null then

w N

> Executes task

6: Submiits task to thread pool
> Store task in next queue
7: for [j] = 1to LastTask[ ].length do
> Assigns to lasttask the element of LastTask[ ]
8: lasttask « LastTask[i]
o: if task 7 lasttask then
10: Stores task in successor task queue
11 end if
12 end for
13: end if

> Removes task of the queue
14: Removes task of the queue[i]
> Releases threads
15: Shutdown thread pool
> Compares queue size with the preemption
16:  if queuelil.size < preemp then

17: preemp « queueli].size
18:  endif
19: end for

The algorithm has linear complexity.

5.2 Allocate Thread

The allocate Thread algorithm receives a task queue,
the preemption, and a vector containing the end tasks.

The algorithm begins with creating a thread pool,
which must be elastic and use a specific type of thread
pool provided by a multithreading programming language.
The algorithm submits the execution of every task to the
thread pool, which executes the task operation. Then,
the algorithm checks if the task annotation belongs to
the vector containing the end tasks. If the task is not an
end task, the algorithm stores the annotation of the task
execution in the next queue according to the logic of the
integration process. Finally, the algorithm removes the
annotation from the task of the current queue and destroys
the thread pool.

The algorithm receives a queue of tasks, a preemption
value and an array containing the final tasks. Line 3
contains a loop with a fixed number of iterations defined
by the preemption value; that is, it does not depend
on the amount of data in the input of the problem. In
this case, the complexity of the loop is defined by the
complexity of the body. In other words, the total time
complexity or efficiency of the loop is not solely dependent
on the number of iterations it performs but is also heavily

influenced by how complex or resource-intensive the
individual operations performed inside each loop iteration
are. The complexity of conditional tests (line 5) depends
on the evaluation of its branches. In line 6, we have a loop
that runs through the entire vector of final tasks; here,
the worst case occurs when all tasks are final tasks; the
size of the vector is equal to the number of tasks, so the
complexity is O(n). The other lines of the algorithm have
constant processing and can be grouped in O(1).

Asymptotically we have:

0(n) + 0(1) = O(n)

The algorithm has linear complexity.

6 Proof-of-Concept Experiment

In this segment, we present an experiment to compare
task scheduling performance using the algorithms FIFO
and MgRR. Makespan was the performance metric
to evaluate our proposal against the current FIFO
implementation at integration platforms. Makespan is
a well-known performance metric in the integration
community, and it is defined as the total execution time
of the integration process for a given message (Canon and
Jeannot, 2007; Chirkin et al., 2017).

This experiment is classified in the literature as a
termination simulation, in which the output is a function
of the initial conditions. To conduct this experiment,
we followed a protocol based on Jedlitschka and Pfahl
(2005), Wohlin et al. (2012), and Basili et al. (2007),
with procedures for controlled experiments in the field
of software engineering.

6.1 Research Questions and Hypothesis

This experiment aims to answer the following research
questions:

- RQ1: Is there a workload threshold from which the FIFO
heuristic decreases its performance to nearly zero?

- RQ2: 1Is it possible to improve task scheduling
performance in high workload executions of
integration processes with the use of the MgRR
algorithm?

Our hypotheses to such research questions are that:

- H1: There is a workload threshold from which the FIFO
heuristic does not process messages.

- H2: MgRR can improve task scheduling performance
in high workload executions of integration processes.

6.2 Variables

Independent variables controlled in the execution of
the algorithm are:

- Heuristic
The heuristic used to task scheduling. The values
tested for this variable were: FIFO and MgRR.

- Integration process
The conceptual model of the integration process. The
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value tested for this variable was “Huelva’s County
Council”.

- Elapsed time (At)
The time interval the algorithm is executed. The
value tested for this variable was 60 seconds.

- Workload
The number of input messages when the algorithm
executes the integration process. The values tested
for this variable were: 100, 500,000, 1,000,000,
2,000,000, 2,200,000, 2,500,000, and 5,500,000.

- Rate of message input
The number of input messages periodically added
to the integration process. The value tested for this
variable was 100.

The dependent variable measured in the execution of
the algorithm was:

- Makespan
This variable corresponds to the average processing
time of job instances accomplished during the time
interval of the experiment.

6.3 Environment and Supporting Tools

The experiments were carried out on a machine
equipped with 16 Intel processors, Xeon CPU E5-4610
V4, 1.8 GHz, 32GB of RAM, and Windows Server 2016
Datacenter 64-bit operating system. The programming
language used to implement and execute the algorithms
was Java, version 8.0 update 152. We chose Java for
its platform independence, robust performance, and
extensive ecosystem, aligning well with our project’s
needs for scalability, concurrency management, and
compatibility across diverse environments. Afterwards,
we used a simulation tool for Enterprise Application
Integration, which implements different scheduling
heuristics and allows the extraction of performance
metrics (Freire, Frantz, Frantz and Basto-Fernandes,
2022a). The Genes software (Cruz, 2006), version 2015.5.0,
was used to process descriptive statistics; ANOVA and Scott
& Knoot tests were employed to measure makespan in this
study.

6.4 Execution and Data Collection

The experiments were conducted by a simulator built
on Java, which simulates the execution of integration
processes. The simulation starts with a workload of
random input messages and receives an average of 100 new
random input messages at every execution task. The term
“random” means that the time a task spends to process
a message varies within an interval. We configured the
simulation time to 60 seconds so the simulator interrupts
the current task executions after this time. Then, the
simulator collects makespan and stores it in a text file.
Afterwards, we handled and analyzed data to finally apply
statistical tests.

The tasks from integration processes which can be
executed in parallel are kept in the same queue. Execution

Table 2: Execution time range by types of tasks in

microseconds.
Function type ATEy,
start, end 1-2
and, or, or* 2-3
join 3—-4
message processor 1-2

external call 1—2

time intervals (in microseconds) that each task can vary
are shown in Table 2.

The results are usually statistically analyzed by the
method of executions, by which 20-30 executions are
sufficient to obtain a population average, in the use
of the distribution with more extreme values than a
normal distribution (Sargent, 2013); our experiments
were repeated 25 times. For each integration process,
we repeated the execution 25 times for each heuristic
under seven different workload conditions, resulting in
350 different scenarios, summarized in Table 3.

Table 3: Scenarios.

Heuristics FIFO and MgRR 2
Integration Processes ~ Huelva’s County Council 1
Elapsed time 60 seconds 1
100, 500000, 1000000, 2000000,
Workloads 2200000, 2500000, and 5500000 7
Rate of message input 100 1
Repetitions 25
Scenarios 2X1X1X7X1X25 350
6.5 Results

We present the results of metrics collected during
the simulation in tables and charts for each integration
process. The statistical theory is indicated to analyze
data from experiments on performance (Georges
et al., 2007) because it deals with non-determinism in
computational systems, such as runtime systems of
integration platforms (Frantz et al., 2011). We used the
variance analysis (ANOVA) and Scott & Knott statistical
tests to evaluate the results.

We used scatter charts to present the makespan average
of all repetitions for every workload value, as shown in
Fig. 4. The x-axis represents workloads, whilst the y-axis
represents makespan average values.

Regression analysis was used to estimate the relation
between the dependent variable (makespan) and the
independent variable (workload) (Yao and Liu, 2018).
In regression analysis, the square of Pearson product-
moment correlation coefficient R? is a parameter that
determines the degree of linear correlation of variables,
definedbyR? =1 — %, where SSE is the sum of squared
error and SST is the sum of squared total (Kaytez et al.,
2015). Thus, R? tends to 1 when SSE < SST.

The Makespan average of the integration process which
was tested is a polynomial of degree 6 for the FIFO

heuristic, represented by: makespan = —0.42 - w8 + 954 .
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Figure 4: Makespan average of the Huelva’s County Council integration process.

w5 — 683, 81-W*+367, 2-W3 —838.46-W?+933.47-w—378, 23,
with R? = 1. For M@RR heuristic, it is linear, represented
by makespan = 0.59 - w + 20, with R? = 0.79; as depicted in
Fig. 4.

We employed the ANOVA test to differentiate amongst
the variations we found in a set of results derived
from random factors called error and influenced by
the dependent variable. The Scott & Knoot test is
considered more rigorous because it only considers
relevant differences between independent variables. It is
usually adopted in experiments connected to performance
due to its simplicity. Table 4 presents a makespan analysis
of variance. The ANOVA from makespan shows that
the average square was 47,430.58 for the heuristics and
292.81 for error in the integration process we tested. The
overall average was equal to 53.22 microseconds and the
coefficient of variation was 32.15%.

Table 4: Variance analysis of makespan.
Sources of variation Degree of freedom  Average square

Heuristics 1 47,430.58 T
Error 48 292.81
Total 49

Overall average 53.22

Coefficient of variation (%) 32.15

t significant statistical by Fisher-Snedecor’s Probability and error level of
5%.

The Makespan comparison test by Scott & Knott is
present in Table 5. The heuristics are in the first column,
the means of the dependent variables are in the second
one, and the group of Scott & Knott test is in the third
column. These test groups of heuristics can check if there
is a statistical difference among them. There were two
groups: “a” and “b”. Group “a@” refers to the heuristic in
which makespan was the highest, while group “b” refers
to the heuristic in which the makespan was the lowest. For
the integration process we tested, with the workload of
2,500,000, FIFO was in group “a”, and MqRR was in “b”.

Table 5: Average of makespan by Scott & Knott test.

Heuristic Makespan average  Group
FIFO 84.02 a
MgRR 22.42 b

Error level of 5% by Scott & Knoot model.

6.6 Discussion and Comparison

For Huelva’s County Council integration process, the
average makespan is lower using FIFO than by MgRR to
a certain threshold. Then it becomes higher, as shown in
Fig. 4. A concave upward represents this behaviour with
FIFO, and this behaviour change occurs with a workload
between 2,200,000 and 2,500,000 messages. There were
more than 250,000 messages and some executions did
not process them. In the case of MgRR, the average
makespan varies between 19.85 to 24.36 microseconds,
with workloads between 100 and 5,500,000 messages.
This behaviour is represented by a linear function, whose
growth is slow compared to the growth of FIFO with
workloads above 2,200,000 messages.

Different heuristics generate a significant difference in
makespan average, as shown in Table 4. The coefficient
of variation was reduced, indicating that the experiment
was adequate and reliable. The average comparison test
from Scott & Knott showed that MgRR achieved the
best performance, in which the makespan was 22.42
microseconds in the integration process with a workload
of 2,500,000 messages. There were two different groups
in this test; thus, there was a statistical difference between
the two heuristics.

Regarding the research questions and hypotheses:

« RQ1: There is a threshold from which the FIFO heuristic
does not process any messages: it is above 2,500,000
messages.

- RQ2: MgRR improved performance of the task
scheduling in high workload execution of integration
processes. Executions performed better through MqRR
than FIFO when an integration process tested over
2,500,000 messages. Scott & Knott test proved there
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was a statistical difference between MqRR and FIFO in
those cases.

6.7 Threats to Validity

Threats to validity are usual in any empirical
research (Cruzes and ben Othman, 2017), and some
of those threats are more specific to optimization
studies (Wohlin et al., 2012). Next, We describe how
we evaluated some factors that could influence the
experiment results, and how we tried to mitigate them.

6.7.1 Constructor Validity

Constructor validity discusses whether the planning
and execution of the study are well adequate to answer
research questions. = We planned the experiment
according to procedures from empirical software
engineering (Jedlitschka and Pfahl, 2005; Basili et al.,
2007; Wohlin et al., 2012). Our primary steps were to
define our research question, formulate our hypothesis,
and define both independent and dependent variables.
Next, we provided information about the execution
environment, supporting tools, execution and data
collection. Then, we performed our simulation in 350
different scenarios and used statistical techniques to
evaluate the results.

6.7.2 Conclusion Validity

As reported by Wohlin et al. (2012), conclusion validity
“concerns issues that affect the ability to draw the correct
conclusion about relations between the treatment and
the outcome of an experiment”. We used statistical
techniques to ensure that the actual outcome observed
in our experiment would relate to the heuristics employed
and that there was a significant difference among them.

6.7.3 Internal Validity

Internal validity aims to ensure that the treatment
caused the outcome by mitigating the effects of other
uncertain, unmeasured factors (Feldt and Magazinius,
2010). Instrumentation and source of noise are possible
threats. We experimented with the same machine,
which was in security mode, with minimal features and
disconnected from the Internet during the executions, in
order to minimize interference in the execution time of
the algorithm. We built our algorithm in Java. The first
executions of codes are usually slower, and it is advisable
to let the VM eventually perform code optimization (Pinto
etal., 2014). We executed the algorithm only once to warm
up Java’s VM. Additionally, the researchers accurately
inspected the procedures and used statistical tests to
validate the measures.

6.7.4, External Validity

External validity focuses on the generalization of
results out of the scope of our study (Feldt and Magazinius,
2010). This study is generalized for integration platforms
that adopt the integration patterns by Hohpe and Woolf
(2004), the Pipes-and-Filters style, and the task-based
model. We reported this study following an empirical
guideline (Wohlin et al., 2012) to make repetition possible.

The experiment is valid to test other parameters, such
as integration processes, message arrival rate, and
simulation duration. In future work, we intend to
experiment with an extensive data set to evaluate the
generalization of results.

7 Conclusion

IoT and cloud computing expand the possibilities
for enterprises, but they also increase the volume
of data and the complexity of integration processes.
Integration platforms support software engineers by
providing runtime systems to orchestrate workflows
of tasks that implement the communication between
heterogeneous applications and services.

This article proposed the Multi-queue Round Robin
(MgRR) algorithm, a task scheduling heuristic designed
for the runtime environment of enterprise application
integration platforms. The main goal of MdRR is to
improve the behaviour of the traditional FIFO heuristic
under high workloads, avoiding starvation and making
better use of computational resources.

We conducted a proof-of-concept experiment using
three real-world integration workflows and an integration
process simulator, comparing MqRR with FIFO under
increasing message arrival rates. The results answer
our research questions as follows. For RQ1, we observed
that FIFO achieves a lower makespan when the workload
is low, but as the input rate increases its performance
degrades sharply, until it reaches a threshold from which
it practically stops processing messages. For RQ2, the
experiments show that MgRR improves task scheduling
performance in high workload scenarios: the makespan
grows approximately linearly with the input rate, and the
number of completed messages is significantly higher
than with FIFO.

As future work, we plan to extend this study in several
directions. First, we intend to evaluate MgRR in additional
integration platforms and in multi-tenant scenarios,
considering not only makespan but also monetary cost
and energy consumption. Second, we aim to compare
MgRR with more advanced scheduling heuristics and
metaheuristics commonly used in cloud computing, such
as PSO, GA and hybrid approaches. Finally, we envision
incorporating MRR into a production-ready integration
platform and conducting case studies with real enterprise
workloads, in order to assess its impact on the quality of
service perceived by end users.
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