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Resumo
Imagens médicas são usadas diariamente para apoio ao diagnóstico em diferentes áreas da Radiologia nomundo todo. No entanto, há uma grande necessidade de que essas imagens sejam analisadas por diferentesespecialistas e discutidas de forma ampla na busca do melhor tratamento para cada patologia. Em ambientesclínicos transmitir essas imagens em tempo hábil é um problema sem solução espontânea. A indisponibilidadede dados em tempo real para a avaliação médica especializada impacta diretamente no sucesso terapêutico. Omodelo de computação em nuvem tem as características necessárias para garantir que estas imagens possamestar ao alcance de pro�ssionais aptos a oferecer o melhor atendimento. O presente artigo apresenta o modeloPS2DICOM que estabelece comunicação em redes hospitalares e utiliza o paradigma Publicar/Assinar emdois níveis de escalabilidade. O modelo PS2DICOM é um middleware que atua na camada IaaS (Infrastructure
as a Service), apoiando as tarefas de transmissão e armazenamento de arquivos dentro do padrão DICOM(Digital Imaging and Communications in Medicine). O sistema oferece ainda compactação dos dados de formaadaptativa à largura de banda disponível. A pesquisa contribui ao apresentar uma arquitetura e�caz paraotimizar tarefas de rede, capaz de ser adotada como solução ao desenvolver aplicações voltadas para redeshospitalares. A arquitetura foi testada utilizando um protótipo com módulos distintos, desenvolvidos paracada serviço especí�co oferecido e mostrou-se e�ciente como solução para os problemas em questão.
Palavras-Chave: Computação em nuvem; publicar/assinar; telemedicina.
Abstract
Medical images are used daily to support diagnosis in di�erent areas of Radiology throughout the world.However, there is a great need for these images to be analyzed by di�erent specialists and widely discussed inthe search for the best treatment for each pathology. In clinical environments transmit these images in atimely manner is a problem without spontaneous solution. The unavailability of real-time data for specializedmedical evaluation directly impacts therapeutic success. The cloud computing model has the characteristicsnecessary to ensure that these images can be within the reach of professionals able to o�er the best service.This paper presents the PS2DICOM model that establishes communication in hospital networks and usesthe Publish/Subscribe paradigm in two levels of scalability. The PS2DICOM model is a middleware that actson the IaaS (Infrastructure as a Service) layer, supporting the tasks of transmitting and storing �les withinthe DICOM (Digital Imaging and Communications in Medicine). The system also o�ers data compressionadaptive to the available bandwidth. The research contributes to presenting an e�cient architecture tooptimize network tasks, capable of being adopted as a solution when developing applications aimed at hospitalnetworks. The architecture was tested using a prototype with distinct modules, developed for each speci�cservice o�ered and proved to be e�cient as a solution to the problems in question.
Key words: Cloud Computing; publish/subscribe; telemedicine.
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1 Introdução
A Telemedicina constitui uma importante ferramentapara prestação de serviços médicos, é de�nida pelaWHO (World Health Organization), como uma formade prestação de serviços de saúde, onde a distânciaé um fator crítico e onde há uso de TIC (Tecnologiasde Informação e Comunicação) por pro�ssionais desaúde, para o intercâmbio de informações válidaspara o diagnóstico, tratamento e prevenção dedoenças, pesquisa, bem como para a educaçãocontinuada de prestadores de cuidados de saúde WHO(1998). Seu desenvolvimento, entretanto, é morosodevido a problemas relacionados à disponibilidade derecursos computacionais adequados e da capacidadede transmissão de dados sobre a infraestruturade rede disponível hoje em dia Maldonado et al.
(2016); Kaur and Wasson (2015). É comum autilização de recursos de Telemedicina quando nãohá disponibilidade de um médico especialista, pararealização de consultas remotas. Frequentementeexiste a necessidade da transmissão de imagens pelaInternet como forma de auxiliar o diagnóstico. Alémda ausência de especialistas em algumas localidades,é importante salientar que em algumas regiões dopaís a infraestrutura de rede de computadores éinsu�ciente para transmissão de grande quantidadede dados.
Imagens médicas desempenham um papel crucialna Telemedicina e proporcionam a possibilidade deum diagnóstico mais preciso e com menores taxasde insucesso terapêutico. Estas imagens no entanto,consomem uma grande quantidade de recursos paraserem armazenadas ou transmitidas. Veri�ca-se anecessidade de que tais imagens sejam analisadas pordiferentes especialistas com o propósito de facilitaro diagnóstico Anuja and Jeyamala (2015). Porém, hápoucas formas de compartilhamento desses arquivosatualmente descritas na norma DICOM ISO:12052(2016). Além disso, essa troca deve acontecer emtempo real, a �m de que o melhor tratamentopossa ser posto em prática dentro do menor tempopossível. Há um demanda variável por recursoscomputacionais utilizados para manter um sistemade armazenamento de imagens médicas instalado�sicamente. Esses servidores, chamados de PACS

Picture Archiving and Communication Systems, carecemde recursos de comunicação entre redes distintas,onde hospitais distintos não possuem canais decomunicação entre seus serviços de imagens médicasDoel et al. (2017). Considerando o potencial escalarde geração de dados com que provedores de saúdetem que lidar e as características de elasticidade queo modelo de nuvem oferece para lidar com essesdados, uma solução natural seria adotar a nuvem paraescalar a transmissão e o armazenamento, bem comoos metadados relacionados Ojog and Arias-Estrada(2013); Teng et al. (2010).

2 Referencial Teórico

2.1 Computação em Nuvem

A computação em nuvem pode ser de�nida comoum modelo que oferece acesso a determinadosrecursos alocados remotamente, sob demanda do

cliente através da rede. Onde o provedor do serviçodisponibiliza grupos de recursos computacionais quepodem ser con�gurados a gosto pelo usuário Mell andGrance (2011); Puthal et al. (2015). Esses recursospodem ser caracterizados como o número de nóscomputacionais executando determinada tarefa, ascon�gurações de redes e acesso remoto, númerode processadores disponíveis em determinado nó,o espaço de armazenamento oferecido e bancos dedados, etc. Caracterizam esse modelo também, osaplicativos e serviços que podem ser alocados eliberados em tempo real quase sem necessidade degerenciamento ou interação para con�guração porparte do cliente como consta em Mell and Grance(2011); Puthal et al. (2015); Varia and Mathew (2014).O NIST (National Institute of Standards and Technology)de�ne de forma bem clara as características principaisrelacionadas à concepção de computação em nuvem.Existem também, três modelos de serviço básicodescritos na literatura (IaaS, SaaS, PaaS). Há aindaquatro formas de implantação da computação emnuvem de�nidas pelo instituto conforme os níveisde privacidade Mell and Grance (2011); Puthal et al.(2015).
2.1.1 Características Principais
O consumidor pode, por ele mesmo, requerer cargasde computação, como mais processadores ou espaçode armazenamento, conforme sua necessidade,através do navegador ou da SDK do provedor e semrequerer interação humana para alocar ou desalocarrecursos por parte do provedor de serviços emnenhum momento. Os recursos de computação sãoagrupados para atender múltiplos consumidores aomesmo tempo, compartilhando recursos de formaindependente e individual. O consumidor utiliza osrecursos de hardware e software de forma isoladasem con�ito com os demais clientes e normalmentenão tem controle sobre a localização exata dosrecursos fornecidos. Todos os recursos fornecidospelo provedor podem ser alocados ou liberados demaneira dinâmica, em alguns casos até mesmode forma automática, mediante uma con�guraçãoprévia. Os sistemas em nuvem utilizam medidoresde consumo de recursos, oferecendo métricas demedição para cada serviço utilizado, (por exemplo,número de processadores, número de unidades dearmazenamento ou bancos de dados, utilização debanda e per�s de usuário). O uso de recursos além deser monitorado, controlado e relatado, proporciona aocliente transparência ao permitir um controle sobreo que está sendo utilizado.
2.1.2 Modelos de Serviços
Existem três padrões de serviços ou modelos deimplantação mais conhecidos para computação emnuvem como consta em Mell and Grance (2011),cada modelo adota características de acordo com ograu de controle que cada usuário tem em relaçãoa infraestrutura. O cliente de cada modelo podecontrolar apenas alguns aplicativos ou tomar decisõesquanto a melhor plataforma operacional adotar. Ocliente pode até mesmo exercer controle sobre ainfraestrutura decidindo qual a melhor con�guraçãode recursos adotar.

• Software como um Serviço (SaaS): Neste modelo
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de serviço é fornecido ao consumidor apenasrecursos em forma de aplicativos do provedorcom soluções em forma de softwares baseadas nanuvem. Essas aplicações podem ser acessadas dediferentes dispositivos. O serviço oferecido pode serum aplicativo baseado na web por exemplo, onde oconsumidor não tem controle sob a infraestruturade nuvem subjacente diretamente, �cando esse acargo do provedor. Contudo, o cliente pode realizarcon�gurações especí�cas do aplicativo oferecidaspelo desenvolvedor Mell and Grance (2011); Puthalet al. (2015).
• Plataforma como um Serviço (PaaS): Nestemodelo os recursos oferecidos ao consumidor sãoa infraestrutura necessária para criar aplicaçõesem diferentes plataformas, usando linguagem deprogramação, bibliotecas, serviços e ferramentassuportados pelo provedor. Esta estrutura tem por�m, abstrair o desenvolvedor das preocupaçõescom sistema, uma vez que a infraestruturadisponibilizada encontra-se um nível acima. Oconsumidor tem acesso apenas aos recursos daplataforma, não podendo controlar diretamenteas con�gurações de hardware por exemplo,incluindo redes, servidores, sistemas operacionaisou armazenamento, mas pode escolher e controlaras aplicações a serem implantadas e possivelmenteas con�gurações para esses aplicativos hospedadosMell and Grance (2011); Puthal et al. (2015).
• Infraestrutura como Serviço (IaaS): Nestamodalidade de serviço o consumidor tem omaior controle da con�guração dos recursoscomputacionais a serem utilizados, como porexemplo número de processadores, capacidadede armazenamento, redes e demais recursos decomputação importantes. Neste padrão de serviçoo consumidor é capaz de lidar com diversossoftwares e ainda instalar sistemas operacionais eaplicativos. O consumidor não tem controle sobreo hardware do provedor de nuvem diretamente,mas tem a liberdade de controlar o número de nóscomputacionais ativos e quais sistemas ou bancosde dados podem ser implantados. O cliente possuiainda algum controle limitado de componentesde rede distintos, podendo abrir portas TCP ouredirecionar tráfego através de Firewalls Mell andGrance (2011); Puthal et al. (2015).

2.1.3 Modelos de Implantação
Existem ainda formas de implantação, separandotipos de nuvens computacionais conforme suascaracterísticas de privacidade em quatro grupos.Em nuvens privadas a infraestrutura da nuvemé quali�cada para uso exclusivo por uma únicainstituição ou unidade de negócios, �cando suautilização restrita a membros dessa organização,através de acesso identi�cado. A infraestruturadisponibilizada pode pertencer a organização quea gerencia, ou pode ser operada por um terceiro,podendo existir dentro ou fora das instalações daempresa. Nuvem comunitária neste formato deinstalação a nuvem é criada para uso especí�co poruma comunidade de consumidores com objetivos emcomum. Ela pode ser propriedade de organizaçõesdessa comunidade ou terceirizada, podendo aindapossuir estrutura instalada �sicamente no local Melland Grance (2011); Puthal et al. (2015).

Ao adotarmos nuvem pública estamoscompartilhando a infraestrutura de um provedor,fornecida para uso comum pelo público emgeral. Podendo ser propriedade de uma empresa,universidade ou organização especí�ca. Ainfraestrutura encontra-se nas instalações doprovedor de nuvem e está disponível para ouso coletivo. Nuvem híbrida: Neste modelo deimplantação a nuvem adota uma forma combinadade duas ou mais infraestruturas de nuvem distintas(privadas, comunitárias ou públicas) que apesar dese manterem isoladas permanecem vinculadas pordeterminada tecnologia que permite a comunicaçãoentre essas estruturas e o balanceamento de cargasde trabalho entre elas Mell and Grance (2011); Puthalet al. (2015).
Há uma demanda crescente por soluções emnuvem que supram as necessidades de clínicase hospitais. Para facilitar a realização detarefas complexas a computação em nuvem éuma arquitetura dominante, e pode e�cientementerealizar cálculos de dados em larga escala Rallapalliet al. (2016). A �m de proporcionar maiorqualidade no atendimento, diversos pro�ssionaisdevem trocar informações sobre os pacientes. Essesdados, frequentemente são sigilosos e devem sertransmitidos de forma privada e segura. Devido agrande quantidade e ainda os diversos formatos, oambiente de nuvem apresenta-se como a forma maise�ciente de armazenar e transmitir essa informação.
Dada a grande disponibilidade de recursoscomputacionais oferecidos pela computação emnuvem e o potencial disruptivo dessa arquitetura,a sua utilização é mais que uma tendência e torna-seuma necessidade para hospitais e clínicas atualmente.O impacto transformador do modelo de nuvem parao ambiente hospitalar pode ser compreendido apartir dos estudos apresentados no Capítulo 3. Aadoção dessa infraestrutura para armazenamento,manipulação de dados e consulta em servidores PACSdeve gerar economia de recursos e facilidades nogerenciamento de dados.

2.2 Sistemas de Noti�cação de Eventos
Distribuídos

Um serviço de noti�cação de eventos distribuídos éum web service, que coordena e gerencia a entregae o envio de mensagens, para end points registradosou clientes. Existem dois tipos de clientes para essemodelo, os que publicam e os que assinam, tambémchamados de producers e consumers Teranishi et al.(2017); Coulouris et al. (2012). Clientes que publicampodem se comunicar rapidamente com assinantesatravés de mensagens enviadas a um tópico, que atuacomo canal lógico e assíncrono de comunicação. Essasmensagens podem ser trocadas utilizando protocolosconhecidos (HTTP/S, SMS, SMTP, etc.)
Estes sistemas são frequentemente adotadosao lidar com ambientes que possuem altaheterogeneidade, onde diferentes clientescomunicam-se a partir de plataformas ou ambientesde redes distintos. Podendo dessa forma conectardispositivos que originalmente não foram projetadospara trabalhar de forma conjunta Coulouris et al.(2012); Esposito et al. (2013). Além disso, podem ser
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usados para noti�car mudanças em determinadoobjeto ou serviço em particular, a partir deassinaturas onde assinantes são noti�cados quandoestas mudanças ocorrerem. Este desacoplamento detempo e espaço entre objetos e clientes, promovediretamente a escalabilidade do sistema, uma vezque são eliminadas as dependências exigidas pelosclientes do modelo Eugster et al. (2003).
Sistemas baseados no paradigma Publicar/Assinarpossuem normalmente três entidades fundamentais:um publicador, um assinante e um broker, ouserviço de noti�cação, responsável por interligarpublicadores e assinantes. Os brokers permitem acomunicação entre os clientes do sistema através detópicos, conteúdo, canal ou tipo de dados Coulouriset al. (2012); Tarkoma (2012). Também podemfornecer uma combinação dos mesmos, ou entãocomo um recurso adicional baseado em �ltragem,quando uma mensagem precisa ser entregue de modoespecí�co a um assinante Tarkoma (2012).
O Modelo Publish/Subscribe é amplamenteutilizado para lidar com eventos distribuídos emrede. Principalmente por suas característicasde comunicação assíncrona e pela facilidade deimplementação e manutenção. Aplicado aos eventosrelacionados ao �uxo de dados de TI clínicos padrãoDICOM, esse modelo tem seu potencial amplamenteexplorado. Como sugere Westin et al. (2015), patenterequerida para lidar com imagens médicas usandodispositivos móveis. Bem como as transformaçõesexigidas ao manipular imagens dessa naturezadescritas em Westin et al. (2016); Andersen et al.(2018).

2.3 DICOM

Na área pertencente ao campo de tecnologiasda informática voltadas para a medicina, hánormatizações internacionais para desenvolvimentode soluções e fabricação de aparelhos. Equipamentospara captura de imagens médicas e seus sistemasacessórios são amparados por uma dessasnormatizações conhecida como DICOM ISO:12052(2016). Para que dispositivos desenvolvidos paraobtenção de imagens médicas possam funcionarcom outros dispositivos de diferentes fabricantesfoi estabelecido esse padrão internacional. Todofabricante que reivindicar conformidade com anorma deve adotar as recomendações de�nidas nestecompêndio Pianykh (2008); Maani et al. (2012).
Esta normatização dá ênfase às imagens médicasde diagnóstico, estabelecendo um arcabouço paradisciplinas médicas que atuam com a obtençãode imagens e com o �uxo de dados de TIclínica. Esse recurso de apoio ao diagnóstico éutilizado na radiologia, cardiologia, odontologia,oftalmologia e disciplinas a�ns, bem como nasterapias baseadas em imagem como radiologiaintervencionista, radioterapia e cirurgia. O padrãoDICOM ISO:12052 (2016) é adotado como referênciatambém para a medicina veterinária e seus ambientesmédicos. Este padrão pode ser aplicado a um largoespectro de procedimentos de diagnose, bem comopara os dados que acompanham esses estudos e paraos exames relacionados.
Este padrão tem como principal �nalidade,

facilitar o relacionamento e a interoperabilidadeentre sistemas que reivindicam conformidade ànorma em questão. Surgiu da necessidade deestabelecer comunicação entre diferentes fabricantesde dispositivos de captura de imagem atuando nomercado Pianykh (2008). DICOM não é por si sóuma garantia de interoperabilidade, cabendo a cadaimplantação adotar as medidas necessárias para oseu correto funcionamento. DICOM serve comoreferência internacional para serviços relacionadosa imagens médicas e seus metadados, é parte doesforço conjunto entre a ACR (American Collegeof Radiology) e da NEMA (National ElectricalManufactures Association) o padrão faz parte da ISO12052:2006 Mildenberger et al. (2002).O desenvolvimento do padrão DICOM ocorreuatravés da inciativa e cooperação entre a ACR e aNEMA, citadas anteriormente, que fundaram umcomitê para estudar formas de comunicar dados entrefabricantes distintos. No ano de 1985 essas duasentidades publicaram o que pode ser chamado hojede versão 1.0 da norma. Nos anos seguintes foramfeitas revisões, e novas verões foram lançadas, atéo ano de 1993, onde foi apresentada a versão 3.0chamada de "Digital Communications in Medicine." Aprincipal característica dessa versão foi a inclusãode um protocolo de rede baseado no modelo dereferência OSI (Open System Interconnection) e o usode TCP/IP como forma de garantir interoperabilidadeentre diferentes desenvolvedores Mildenberger et al.(2002).

3 Trabalhos Relacionados
3.1 Metodologia

Como forma de encontrar os melhores resultadosao propor o modelo em questão, foram revisadasas soluções com características semelhantes aosistema sugerido. Assim foi posta em ação umaestratégia para encontrar trabalhos relacionadosà pesquisa, para que os mesmos pudessem serestudados e inseridos neste artigo Fernández-Sáezet al. (2013). Nos artigos analisados, procurou-seidenti�car lacunas que o presente modelo possapreencher, bem como as técnicas que representem oestado da arte da disciplina, a �m de acrescentá-lasa arquitetura �nal.Para este artigo foi realizada uma revisãosistemática da literatura em trabalhos publicadosnos últimos 5 anos, utilizando os seguintestermos: Publisher/Subscriber, DICOM, Compression,
Healthcare, Medical Images, Cloud Computing. Foramutilizados os mecanismos de busca cientí�cos maisconhecidos como Google Acadêmico 1, PubMed 2,
Science Direct 3, bem como o portal de periódicos
CAPES/MEC 4. Buscou-se identi�car os artigosrelacionados com o tema que fossem publicados emperiódicos revisados e conferências relacionadas, aseguir foram revistas as referências desses artigospara permitir uma compreensão mais abrangente do
1https://scholar.google.com.br2https://www.ncbi.nlm.nih.gov/pubmed/3http://www.sciencedirect.com/4http://www.periodicos.capes.gov.br/



Paim et al./ Revista Brasileira de Computação Aplicada (2018), v.10, n.1, pp.11–22 | 15

Tabela 1: Número de artigos identi�cados em cada fase da pesquisa
Termo Descritor Fase I - Identi�cação Fase II - Análise Snowball Fase -III Snowball TotalCompression 10 10 2 1 1 14Cloud Computing 10 10 3 1 1 15Pub/Sub 8 8 1 1 1 11Telemedicine 3 3 5 1 1 10Healthcare 3 3 1 2 1 7Total 34 34 12 6 5 57

assunto e um melhor embasamento teórico.
Os artigos adquiridos em cada fase da pesquisa(descritos na Tabela 1) foram anexados a bibliotecado aplicativo Google Acadêmico a �m de facilitara manipulação e leitura dos mesmos. Foi adotadoum critério de exclusão dos artigos publicadosem mais de uma base de pesquisa, artigoscujo os termos de pesquisa tenham apenas sidomencionados no resumo do trabalho também foramexcluídos. Adicionalmente, foi aplicado um critério dediscernimento em relação aos trabalhos mais atuais erelevantes a serem apresentados no presente artigo.
A busca por trabalhos pode ser separada emtrês fases principais como sugerem Fernández-Sáez et al. (2013), na fase inicial foram revisadasas referências literárias mais relevantes ao temautilizando os termos destacados. A partir dosresultados obtidos nos motores de busca, foramselecionados os trabalhos mais importantes de acordocom os critérios descritos acima. Na fase seguinte,todos os trabalhos selecionados foram lidos. Combase nas informações obtidas, inicia-se a terceira faseonde uma nova busca é realizada e novas referênciassão inseridas. O processo então é reiniciado e repetidoaté que todo o tema ou a sua parte mais importantepossa ser completamente revisada. Os resultadosobtidos, sobretudo depois de repetido o procedimentoalgumas vezes, foram então submetidos a umatriagem e os artigos selecionados compõem a presenteseleção.

3.2 A Large-Scale Data Collection Scheme for
Distributed Topic-Based Pub/Sub

Neste artigo os autores propõem um esquema deencaminhamento e armazenamento de mensagensem uma rede overlay para IoT. O trabalho assemelha-se ao modelo desenvolvido, pois aborda aspectosda comunicação no modelo Pub/Sub entre diferentesdispositivos, utilizando a nuvem como uma rede desobreposição Teranishi et al. (2017).
Os autores argumentam que é possível reduzir oprocessamento das cargas computacionais mesmocom um grande número de mensagens trafegandopela rede, mantendo o tempo de entrega controladodurante a comunicação. Para isso foi usadoum método adaptativo de coleta de mensagens,distribuindo a carga entre entre brokers de rede,evitando sobrecargas no sistema. Cada brokercontém um publicador ou um assinante, quando umdispositivo tenta enviar ou receber mensagens paraum tópico, o mesmo cria uma rede de sobreposiçãopara a realização da tarefa de forma distribuída.
O método proposto agrupa mensagens de mesmotamanho a �m de serem enviadas em pedaçosagrupados, ao invés do envio de pequenos segmentos.

Figura 1: Visão geral da arquitetura sugerida peloautor Teranishi et al. (2017)

Os resultados foram obtidos utilizando um protótipobaseado em máquinas virtuais em nuvem e um
framework Java. Os autores a�rmam que o tempo deocupação da rede foi reduzido em aproximadamente90%. Contudo, o trabalho em questão não abordasoluções relativas ao armazenamento ou backupdessas mensagens, tampouco sugere níveis debalanceamento das cargas de trabalho atuantes nosistema.
3.3 Systems and Devices for Encrypting,

Converting and Interacting with Medical
Images Using a Mobile Device

Este trabalho refere-se ao pedido de registro depatente "US-20150278444-A1", e diz respeito a ummétodo de encriptação, conversão e transferênciade arquivos no formato de imagens médicas paradispositivos móveis Westin et al. (2015). O presenteregistro descreve um sistema e equipamentosnecessários para tratar da comunicação de imagensmédicas e metadados, entre dispositivos quereivindicam conformidade com o padrão DICOM eaparelhos móveis conectados em redes sem �o.
Os autores registraram ainda um método paraconversão das imagens para formatos compatíveiscom as plataformas de destino. Tais arquivospodem, além de serem visualizados em diferentesplataformas móveis, receberem anotações de váriosespecialistas envolvidos no estudo e serem reenviadaspara o servidor. O registro contudo não abordaa questões como compactação sem perdas dessasimagens, deixando de considerar o tamanho dosarquivos bem como o tempo de comunicação entrepublicador e assinante.
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3.4 Healthcare Systems Integration Using Real
Time Publish Subscribe (RTPS) Middleware

Neste artigo os autores desenvolvem e testam um
middleware, baseado no paradigma publicar/assinar,para lidar com sistemas da área da saúde. Segundo osautores, a questão mais desa�adora ao implementartais sistemas é lidar em tempo real, com aheterogeneidade associada a diferentes dispositivospresentes na rede Almadani et al. (2016). Essamiríade de equipamentos pode causar atrasos nacomunicação das mensagens, o que seria diretamenteimpactante na condição de saúde dos pacientes.Para tanto, a abordagem utilizando um modelo queintegre em tempo real diferentes sistemas de formaassíncrona, torna-se uma necessidade para essa áreada Telemedicina.Desta forma conforme sugerem os autores, o
middleware apresentado é capaz de desacoplarespacialmente diferentes nós da rede envolvidosno processo. Os dados relacionados podem serentregues imediatamente após a sua publicação ousofrerem atrasos conforme demanda. E o �uxo deinformação na rede pode ser controlado de acordo coma largura de banda disponível, para isso o middlewarefornece um conjunto de APIs capaz de lidar comdiferentes per�s de uso da aplicação. Nessa solução,mais uma vez, os desenvolvedores não consideramo tamanho das mensagens trafegando no sistema,não apresentando nenhum tipo de compressão paralidar com o conjunto de dados durante a tarefa decomunicação.
3.5 ROI Based Medical Image Compression for

Telemedicine Application

Imagens médicas possuem três partes distintas,conhecidas como ROI Region of Interest, não ROI, e
background, sendo a primeira a região mais críticadentro de uma imagem, como demonstra a Figura 2.Algumas técnicas de compressão encaram as imagenspor regiões de interesse, descartando áreas semimportância para o diagnóstico, diminuindo otamanho �nal do arquivo Kaur and Wasson (2015).Neste trabalho os autores apresentam uma técnicahíbrida de compressão sem perdas, onde são aplicadasdiferentes tipos de compactação em regiões distintasda imagem.A solução sugerida aqui aplica compressão compequenas perdas de qualidade lossy data compressiona regiões de não interesse e background. Ao passoque, nas regiões de interesse da imagem é aplicadacompressão sem perdas lossless, com base na leiturados pixeis do arquivo. Por �m, a imagem é entãoreagrupada, obtendo uma compressão híbrida, semcomprometer a qualidade dos dados em estudo. Deacordo com os autores, as técnicas apresentadasgeram resultados mais precisos e rápidos na aplicaçãoda compressão, comparados aos estudos anterioresrelacionados neste caso.

4 Modelo PS2DICOM
O modelo PS2DICOM trata imagens geradas pordispositivos médicos provenientes de diferentesinstituições, dentro um padrão especí�co, e

Figura 2: Imagem padrão DICOM mostrandodiferentes regiões de interesse

disponibiliza estes arquivos entre especialistas eminterpretação e diagnósticos. A arquitetura propostaviabiliza o armazenamento seletivo e a transmissãodessas imagens baseado em eventos no paradigma
Publish/Subscribe Esposito et al. (2014). Cada hospitalmembro de uma rede de clínicas atua como um nó,compartilhando dados de forma particular com osdemais parceiros. Estes dados são armazenados nanuvem e são retransmitidos conforme solicitaçõesocorrem no sistema. Os brokers atuam de formadinâmica, convertendo os dados em formatos maispopulares quando necessário e propagando asinformações em tópicos entre membros da rede.O modelo oferece elasticidade horizontal e reativaem dois níveis, com base em variáveis do sistema,a Figura 3 apresenta uma visão de alto níveldo modelo PS2DICOM. Dessa maneira os recursospodem ser adaptados a demanda da aplicação eao consumo de recursos computacionais em temporeal. Tal estratégia proporciona economia nautilização da computação em nuvem, uma vez que éaprovisionada apenas a infraestrutura necessária parao correto funcionamento do serviço. PS2DICOM podecomprimir arquivos de forma adaptativa antes de suatransmissão, com base em diferentes métricas, comosugere Ootsu et al. (2016). Através de um recursocapaz de avaliar a e�ciência da rede no momento dacomunicação dos dados, o sistema pode optar poraplicar menos ou mais compressão no conjunto dearquivos.
4.1 Arquitetura

O modelo PS2DICOM concentra-se na integração dedados originados em diversas fontes relacionadas a
saúde, operando no nível IaaS. É uma arquitetura emnuvem capaz de disponibilizar o compartilhamentode arquivos de imagens e metadados (informaçõesdo paciente) no padrão DICOM e obter vantagemda elasticidade em nuvem. Podemos inferir queesta arquitetura é capaz de facilitar a obtençãode informações importantes sobre o estado desaúde do paciente, uma vez que ela é capaz deintegrar diversos especialistas em diagnose, através
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Figura 3: Visão de alto nível apresentando as características fundamentais do modelo PS2DICOM

da troca de mensagens modeladas pelo paradigma
Pub/Sub. Arquitetado para extrair as vantagens destainfraestrutura o modelo PS2DICOM viabiliza acesso earmazenamento de forma escalar e elástica. AtravésFigura 3 podemos ver as características presentes naarquitetura em questão.
O modelo possui um módulo de comunicaçãode dados localizado nos hospitais ou clínicas darede, capaz de comprimir os arquivos antes de suatransmissão, com base na qualidade da comunicaçãono momento do envio e tamanho do conjunto dedados, como sugerem Ootsu et al. (2016). Estasfuncionalidades estão ilustradas na Figura 3. Alémde comprimir, este módulo tem a capacidade deautenticar requisições de diferentes clientes.
A nuvem possui balanceamento de carga em doisníveis, de forma a distribuir as requisições entrediferentes instâncias e reter apenas os recursoscomputacionais exigidos pelas cargas de trabalhonaquele momento, comportando-se de forma elástica.No primeiro estágio, descrito como Level 1 na Figura 3,temos um load balancer que gerencia e distribui assolicitações entre diferentes brokers. Estas máquinasvirtuais são responsáveis pela retransmissão dosdados requisitados entre os assinantes de cadatópico. Os inscritos devem manifestar interesseem determinado assunto como consta em Coulouriset al. (2012). Uma vez con�rmada a assinatura, os

brokers passam a direcionar as mensagens enviadaspor publicadores para os inscritos desse tópico.
No segundo nível, descrito como Level 2 naFigura 3, encontramos outro load balancer capaz dealocar de forma elástica as necessidades do modeloentre instâncias de bancos de dados. Neste nívelsão tratadas requisições provenientes de diferentes

brokers, o que aumenta a disponibilidade dos recursoscomputacionais neste estágio. PS2DICOM podegarantir acesso aos dados armazenados, uma vezque diferentes operações de leitura e escrita podemacorrer de forma simultânea, podendo ser escaladas

conforme demanda, promovendo paralelismo nacomunicação com as instâncias deste estágio.O modelo foi desenvolvido em módulos quefacilitam a implementação de suas interfaces,conforme sugerem Coulouris et al. (2012);Bastiao Silva et al. (2012). Para estabelecercomunicação em tempo real entre diferentesrecursos locais e a nuvem, o modelo PS2DICOMsegue o paradigma da comunicação para sistemas
distribuídos Pub/Sub. É ainda levada em consideraçãoa qualidade da rede e a quantidade dados nomomento da transmissão a �m de se adotar a melhortécnica de compressão adaptativa, introduzida comoimportante recurso para melhorar a e�ciência datarefa de comunicação.
4.2 Autenticação e Avaliação da Capacidade

de Transmissão

A �m de tornar mais e�ciente a comunicação entrediferentes redes hospitalares, o modelo PS2DICOMimplementa este recurso. Esta componente atuacomo um serviço capaz de autenticar usuários dosistema e avaliar a qualidade da rede no momentoda transmissão. Este serviço também é responsávelpor de�nir qual a melhor taxa de compactação aser aplicada ao conjunto de dados. Localizado nolado do cliente este módulo visa diminuir o tempode comunicação entre os hospitais e a nuvem. Esterecurso utiliza o algoritmo (Gzip 1), e pode aplicardiferentes níveis de compressão de acordo com o tipode dado a ser transmitido. Com base na qualidadeda rede e no total de arquivos a serem enviados, estemódulo será capaz de decidir a melhor estratégia decompressão a ser adotada.Uma vez conectado ao sistema, o modelo realizatestes automáticos na rede e aguarda a seleção

1http://www.gzip.org/
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dos arquivos a serem transmitidos. De posseda velocidade de upload obtidas no teste inicial econsiderando o volume de dados selecionados, omodelo PS2DICOM de�ne se é necessário aplicarcompressão e qual a taxa ideal a ser usada.Pode inclusive, enviar mensagens sem realizarcompactação ou ainda aplicar o grau máximo decompressão caso a soma dos arquivos ultrapasseo limite pré de�nido pelo usuário. Compactandodiferentes quantidades de dados de forma distintae utilizando níveis de compressão adequados acada caso, esse componente pode incrementar ae�ciência na comunicação entre entidades. Osalgoritmos utilizados para compressão derivam doLZ77, desenvolvido por Abraham Lempel e JacobZiv em 1977. São capazes de aplicar compressãosem perdas (lossless) ao conjunto de dados. Foramselecionados a partir de testes desenvolvidos paraidenti�car os melhores algoritmos para compressãoe descompressão das imagens padrão DICOM emetadados incluídos.

4.3 Controlador de Noti�cações Pub/Sub

Capaz de lidar com a demanda de imagensproveniente de servidores localizados em diferenteshospitais esse módulo é responsável por receberarquivos e encaminhar para seus destinatários.Localizado no lado do provedor, esta interfacepode estabelecer comunicação de um para umou um para muitos clientes. Com base emtópicos de interesse, este componente implementao conceito publicar/assinar e estabelece um canalde comunicação em tempo real entre clientes domodelo PS2DICOM. Ao utilizar mensagens dentrodo padrão pub/sub para trafegar as informações domodelo, esse modulo é capaz de melhorar a e�ciênciada tarefa de comunicação de dados dentro do padrãoDICOM, consolidando a integração entre diferentesespecialistas.

Figura 4: Diagrama representando o paradigma
publisher/subscriber

Esse serviço está apto a colher as mensagensprovenientes de diferentes hospitais ou clínicasda rede, e encaminhar as requisições aos seusrespectivos destinatários. Uma cópia então é criada earmazenada em instâncias seguras implantadas nanuvem, para backup e futuras consultas. Este móduloé responsável por gerenciar os �uxos de dados entreentidades da rede e fornecer balanceamento de cargapara brokers quando for necessário. A Figura 4 ilustraa dinâmica do �uxo de mensagens no modelo emestudo.

4.4 Elasticidade Level 1 Brokers

Elasticidade é um recurso chave ao implantarmoscomputação em nuvem e está entre as característicasdo modelo que devem ser oferecidas pelo middlewareadotado. Quando utilizamos computação em nuvempodemos fazer uso de rotinas de�nidas ao lidarcom as cargas de trabalho que ultrapassam osrecursos alocados previamente, sem comprometerdesempenho e funcionalidades do sistema. Analisaros recursos disponíveis e disponibilizá-los deacordo com a carga de serviço vai garantir umaeconomia no custo �nal da operação Righi (2013).A abordagem reativa automática é tradicional eestá disponível na maioria dos middlewares denuvem comerciais disponíveis atualmente. Partefundamental do modelo PS2DICOM, a elasticidadeoferecida no primeiro nível da arquitetura visagarantir variabilidade dos recursos disponíveisconforme demanda.

Figura 5: Componentes do primeiro nível deescalonamento

Neste módulo da arquitetura, as requisiçõesprovenientes de diferentes instituições conectadasao sistema são recebidas em um ponto único, comomostra a Figura 5, o qual é responsável por aumentarou diminuir a quantidade de brokers ativos. Com baseem thresholds de utilização de CPU, esse load balanceré capaz de concentrar as demandas provenientes dosclientes, e replicar brokers caso a taxa de ocupaçãoultrapasse um desses limites. Este balanceadorgarante estabilidade ao modelo quando houver picosde utilização ou ainda desligando instâncias inativas,quando as mesmas deixarem de ser necessárias porum certo período de tempo.
Com base na solução de elasticidade apresentadaem Righi et al. (2016), o modelo atual é capaz dealocar recursos, no primeiro nível de elasticidade,sem a necessidade de intervenção do usuário. Aomonitorar periodicamente a carga de utilizaçãoda CPU, essa solução é capaz de alocar novasmáquinas virtuais para executar processos escravosque realizam requisições ao load balancer em portas derede diferentes (listeners). Essa ação é controlada pelobalanceador de carga e somente após sua inicializaçãocompleta a nova VM passa a responder requisiçõesprovenientes do sistema.
O modelo PS2DICOM pode �nalizar de formaautomática a utilização de uma VM a partir domonitoramento do uso de CPU. Uma vez que a taxade ocupação deste recurso atinja o threshold mínimo



Paim et al./ Revista Brasileira de Computação Aplicada (2018), v.10, n.1, pp.11–22 | 19

de�nido durante determinado intervalo de tempo, obalanceador de carga encarrega-se de encaminhar asrequisições dos processos escravos para a última VMinicializada e desativa a VM subutilizada, mantendopelo menos um broker em funcionamento pararesponder as demandas dos sistema. Essa açãode elasticidade diminui o consumo por recursoscomputacionais do middleware de nuvem em uso.
4.5 Elasticidade Level 2 Bancos de Dados

No estágio seguinte da arquitetura apresentada,temos outro balanceador de carga, este responsávelpor receber as requisições internas de diferentes
brokers e distribuí-las entre instâncias de banco dedados, dedicadas ao armazenamento das imagens emestudo. A �m de garantir que os dados tratados pelomodelo estejam disponíveis para futuras consultas,essa técnica de armazenamento permite que imagensjá arquivadas possam ser consultadas a partir danuvem, sem a necessidade de um novo uploadAo concentrar os arquivos DICOM em instânciasna nuvem, estamos melhorando a e�ciência nacomunicação entre publicadores e assinantes.

Figura 6: Componentes do segundo nível deescalonamento

Neste estágio, o modelo PS2DICOM implementaações de elasticidade com base limites de utilizaçãode hardware, dessa forma novas VMs dedicadas aoarmazenamento de imagens podem ser alocadasao serem atingidos thresholds pré de�nidos, semnecessidade de intervenção por parte dos usuários dosistema. O modelo aqui foi adaptado para dispararnovas VMs de bancos de dados a partir da taxa deocupação de disco. Ou seja, quando recursos dearmazenamento ultrapassam os limites de�nidosde antemão, o load balancer instancia nova VM eredireciona as requisições de escrita provenientesdo sistema através de uma porta de rede diferente(listener).

5 Resultados
Esta Seção descreve os resultados obtidos em todosos testes realizados, nos diferentes ambientes ecenários de�nidos. Os resultados associados amétrica Mensagens por Segundo são apresentadosna Subseção 5.1. A Subseção 5.2 apresenta ostempos obtidos durante a execução do algoritmo

de compressão e upload, bem como os tempos de
download e descompressão dos arquivos DICOM. Aanálise da métrica Nível de Compressão é feita naSubseção 5.3.
5.1 Análise das Métricas: Mensagens por

Segundo

A Figura 7 descreve o número de mensagens porsegundo (throughput) publicadas e consumidas em umcenário de 1 produtor e 1 consumidor respectivamente,com uma carga de trabalho de 100.000 mensagens de1KB cada. Podemos observar que o broker transmitecerca de 3500 mensagens/s com esse workload.

Figura 7: Número de mensagens/s em tamanhopadrão produzidas e consumidas
A Figura 8 refere-se as mensagens publicadase consumidas em um cenário de 1 produtor e 1consumidor como no exemplo anterior. Nestaetapa a carga de trabalho foi aumentada e contémo equivalente a 10 imagens padrão DICOM portransmissão. Podemos observar que o brokertransmite cerca de 75 mensagens/s com esse

workload.

Figura 8: Número de mensagens/s com tamanhomodi�cado produzidas e consumidas

5.2 Análise de Desempenho: Tempo de
Execução

As Tabelas 2 e 3 apresentam o tempo de upload e
download de imagens DICOM utilizando diferentesníveis de compactação aplicados ao conjunto dedados, comparados ao tempo de envio e recebimentodos mesmos dados sem o uso de compressão.Podemos observar que após compactadas as mesmaspuderam ser transmitidas em menor tempo, aindaque utilizando graus mais intensos de compactação.Este comportamento sugere que a compressão de
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Tabela 2: Tempo de upload utilizando diferentes graus de compressão

Tabela 3: Tempo de upload utilizando diferentes graus de compressão

arquivos DICOM antes do envio aumenta a e�ciênciada tarefa de transmissão, tornando o tempo de uploade download menores.
Os resultados obtidos neste teste sugerem que aaplicação de compressão nos dados DICOM colaboramcom a melhoria da e�ciência da tarefa de transmissãode arquivos em redes hospitalares. Uma vezcompactadas essas mensagens podem ser enviadas erecebidas em menor tempo, mesmo considerando otempo despendido para comprimir e descomprimiros arquivos antes do envio e depois do recebimentorespectivamente.

5.3 Análise das Métricas: Nível de
Compressão

A Figura 9 apresenta o tempo empregado paraa execução de cada carga de trabalho utilizandodiferentes algoritmos de compressão aplicados àsimagens DICOM. O eixo X corresponde a quantidadede dados medidos em MegaBytes utilizados paracada teste. O eixo Y refere-se ao tempo medidoem segundos e cada linha do grá�co representa oalgoritmo empregado na compactação dos dados.

Figura 9: Tempo obtido aplicando diferentesalgoritmos de compressão as imagens DICOM
Podemos perceber que o algoritmo DEFLATEapresentou os melhores resultados, compactandoconjuntos de imagens DICOM de diferentestamanhos em menor tempo comparado aos demais.Os resultados obtidos utilizando o algoritmo LZMA

(Lempel-Ziv Markov) demonstrou-se menose�ciente confrontado aos outros.

6 Conclusão
O grande número de imagens médicas geradasdiariamente traz diversos desa�os e oportunidadespara a correta utilização desses dados em benefíciodo paciente. Usufruir dos recursos de infraestruturaoferecidos pela computação em nuvem para alavancarum modelo de compartilhamento e colaboraçãono diagnóstico baseado em imagens é o objetivoprincipal do modelo PS2DICOM. Neste trabalho,foram apresentados módulos que integram o �uxode imagens gerados em ambiente hospitalar, a umaarquitetura desenvolvida em nuvem, para ampliara e�ciência na comunicação de informações nosmodelos conhecidos de transmissão de dados dentrodo padrão DICOM.Conforme pesquisa no Tabnet2 (ferramenta detabulação de dados de procedimentos do Sistema
Único de Saúde), no mês de Julho de 2017, somente noEstado do Rio Grande do Sul foram realizados 10.046exames de tomogra�a computadorizada de crânio. Onúmero expressivo, evidencia o altíssimo quantitativode procedimentos de diagnóstico apoiados emimagens, e a imensa importância que esses examestrazem para o processo de prevenção e tratamentodo paciente.Ao disponibilizarmos esses dados em tempo real auma gama de pro�ssionais, possibilitamos que umestudo terapêutico conjunto minimize exposição aradiações desnecessárias. Os dados ainda podemfomentar discussões sobre linhas de cuidado, apontarindicadores de saúde que podem proporcionar omapeamento de áreas onde hajam pacientes compatologias semelhantes ou a�ns, e principalmente:assistir rapidez no atendimento, desoneração decustos de armazenamento e satisfação do usuário.Foi apresentado um modelo que identi�que amelhor forma de transmitir, armazenar, consultare recuperar imagens DICOM em servidores PACSinstalados em nuvens computacionais desenvolvidascom essa �nalidade. A metodologia utilizada para
2www.tabnet.datasus.gov.br/
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implementação desse ambiente de testes foi de�nidacom base em um conjunto de métricas intrínsecasao projeto, selecionadas a partir de uma análise desensibilidade e das necessidades mínimas para umfuncionamento correto da aplicação em questão.Considerando os trabalhos estudados paracomposição deste artigo podemos salientar que omodelo PS2DICOM reúne um conjunto de soluçõesdiferenciadas em relação ao estado da arte dotema em questão. A combinação do arquétipopublicar/assinar com a infraestrutura de recursosoferecidos em nuvem promove as condições ideaispara a comunicação de imagens médicas emredes hospitalares. Não obstante, as técnicas decompressão adaptativa somadas aos demais recursosmencionados, inovam e ampliam a e�ciência doprocedimento de telemedicina.
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