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Abstract
This paper proposes a combined approach of two machine learning techniques for �nancial time seriesclassi�cation. Boltzmann Restricted Machines (RBM) were used as the latent features extractor and SupportVector Machines (SVM) as the classi�er. Tests were performed with real data of �ve assets from BrazilianStock Market. The results of the combined RBM + SVM techniques showed better performance when comparedto the isolated SVM, which suggests that the proposed approach can be suitable for the considered application.
Key words: Restricted Boltzmann Machines. Deep Learning. Stock Market.
Resumo
Este trabalho propõe uma abordagem combinada de duas técnicas de aprendizado de máquina para classi�caçãode séries temporais �nanceiras. Foram utilizadas Máquinas de Boltzmann Restritas (RBM) como o extrator decaracterísticas latentes e Máquinas de Vetores de Suporte (SVM) como o classi�cador. Cinco conjuntos dedados reais de ativos ou ações da BM&FBOVESPA foram usados para validação da abordagem. Em geral, astécnicas RBM + SVM combinadas apresentaram resultados superiores ao SVM isolado, con�rmando o potencialda abordagem proposta.
Palavras-Chave: Máquina de Boltzmann Restrita. Aprendizagem Profunda. Mercado de Ações.

1 Introduction

Predicting the future is certainly one of the greatestambitions of human beings. There is no perfectsystem that manages to do that, but it is possible to�nd in the literature many attempts of doing so inseveral di�erent contexts (Barrymore, John ; 2017).Considering that �nancial markets are environmentsthat provide great opportunities, many studies havebeen developed in order to carry out predictionsfor this kind of application (Tkac and Verner; 2016;Cavalcante et al.; 2016). Most of these studies focuson prediction error minimization, supporting the taskof predicting the best moment for buying or selling

an asset. For that, models trained with historicaldata are used aiming to predict future behavior.
Many researchers Meesad and Rasel (2013);Nametala et al. (2016); Persio and Honchar (2016);Patel et al. (2015); Pimenta et al. (2014) haveworked towards the improvement of already existingpredictors. Many of these studies are based on recentmachine learning techniques, such as Support VectorMachines (SVM) (Vapnik; 1995), Arti�cial NeuralNetworks (ANNs) (McCulloch and Pitts; 1943) andGenetic Programming (GP) (Koza; 1992). However,it is well known by the machine learning communitythat the high dimensionality of inputs usually leadsto the reduction of computational performance
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and precision of the classi�cation and regressionresults (Sá and Albertini; 2014). Theoretically, itis intuitive to think that the bigger the amount ofattributes, the more information would supposedlybe available for the algorithm. However, the increasein data attributes makes them tend to becomingmore sparse, generating situations that considerablyimpair training (optimal locations of the errorfunction, for example). This di�culty resulting fromhigh-dimensional spaces is usually called curse ofdimensionality (Liu and Motoda; 2007).In order to improve the precision of classi�cationalgorithms, it is recommended that a prior selectionof features be carried out. Nevertheless, thisstep usually strongly depends on a specialist inthe studied application. This study proposes theuse of a recent arti�cial neural network, calledRestricted Boltzmann Machine (RBM) (Hinton andSalakhutdinov; 2006), to carry out the selectionof features for the later application of a machinelearning technique in the prediction of �nancialtime series (SVM). This approach of deep neuralnetworks is a powerful tool in the area of machinelearning and has been used in order to extractfeatures, thus supporting in the reduction ofdimensions and enabling the improvement of dataclassi�cation (Hrasko et al.; 2015). This kind of ANNis characterized by its capacity of learning internalrepresentations and solving complex combinatorialproblems (Cai et al.; 2012).The main contribution of this work was presentinga combination of RBM and SVM machine learningtechniques to predict stock market asset trends. Fivereal data sets of the BM&FBOVESPA were used tovalidate the study. Comparisons were also madebetween combined techniques and SVM by itself,with the proposed approach generally presentinghigher accuracy.The remaining of this text is organized as follows:Section 2 describes the problem and some correlatedstudies; Section 3 presents a description of the RBMtechnique used; Section 4 describes the methodologythat will be applied in Section 5, in which the resultsof the prediction of �ve real and di�erent �nancialtime series are presented. Finally, Section 6 presentsour conclusion.

2 Problem De�nition & Related Work
The base problem of this study, in general terms,is the prediction of variations in stock market assetprices. More speci�cally, historical data on priceand volume were assessed using technical analysis(Kirkpatrick and Dahlquist; 2006) with the purposeof predicting price changes with the highest precisionpossible.This section presents a general view of the basicconcepts of �nancial market and some correlatedstudies.
2.1 Financial Market

The �nancial market is the place where people cannegotiate (buy or sell) assets such as real state,goods and exchange. The purpose of the market isto gather many sellers in one single place, making

them accessible to interested buyers. Markets areconsidered a vital part of any economy, since, as theirmovement increases, there are more opportunitiesfor buyers to apply their resources and contributeto heating the economy (Neto; 2009).The stock exchange is the negotiation environmentin which investors may buy or sell titles throughdirect negotiation, with or without the supportof negotiation correspondents. In the case of theBrazilian stock exchange, the negotiation is done
through brokers (Bússola do Investidor; 2017)1. InBrazil, the role of the stock exchange is representedby BM&FBOVESPA (2017), who is the owner oftwo stock exchanges: BM&F, which focuses on thenegotiation of agriculture and livestock products, and�nancial instruments; and BOVESPA, which focuseson the negotiation of stocks and stock options.In the stock market, the investor gains pro�tby buying undervalued stocks and selling themat moments of higher value. The pro�t of theinvestment is determined by the di�erence betweenthe buying and the selling price, adding bene�tssuch as dividends and discounting transaction fees(Bússola do Investidor; 2017).Usually, in order to predict if the value of a stockwill increase or not, analysts use two diagnosticmechanisms, the fundamental analysis and thetechnical analysis (Anghel; 2013):
• Fundamental Analysis: in this kind of analysis,the references for the investor are parameters thatde�ne the �nancial situation of the company, suchas net pro�t, level of indebtedness and distributionof dividends, among others. In summary, thefundamental analysis assumes that stocks have anintrinsic value which would correspond to its fairprice. This price, in turn, would be determinedby the income stream measured for the stock ande�ectively distributed throughout a given periodof time, discounting the present value.• Technical Analysis: this analysis focuseson information regarding stock price andbuying/selling movement in a given periodof time. This fact enables the projection of atrajectory or probable future changes in stockprices. Since this approach is applied in this study,it will receive greater focus.
Investors who use the technical analysis seek toidentify possible trends, since this analysis assumesthat these trends follow a cyclical pattern (Noronha;2003). This identi�cation is usually based on chartpatterns.After some time, these chart patterns weretranslated into numerical or logical indicators thatfacilitate the automatic processing of time series inorder to identify possible opportunities. The technicalanalysis indicators are usually categorized as (Bússolado Investidor; 2017):

• Momentum Indicators: they usually indicate themoments of entering and exiting the market (e.g.,Relative Strength Index, Williams %R and Rate ofChange).

1Financial institutions that intermediate the negotiationbetween investors and the stock exchange.
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• Trend Indicators: they indicate market direction– upward or downward (e.g., Moving Averages,Average Directional Index, Moving AverageConvergence / Divergence).• Volatility Indicators: they show whether pricesare too volatile, that is, without a de�ned trend(e.g., Bollinger Bands, Price Channel, Average TrueRange).• Volume Indicators: they are based on the fact thatvolume usually precedes price movement (e.g.,On Balance Volume, Volume Oscillator, ChaikinOscillator).
Considering the innate complexity and dynamismof �nancial market predictions, there is a constantdebate regarding the possibility of predictingstock price changes. According to Moura (2006),the traditional analysis methods (technical andfundamental) are not capable of identifying thenon-linear relations between the many variablesthat comprise the price of a stock and its movementupwards or downwards, leading to the need of usingmore advanced techniques.

2.2 Related Studies

Considering the scenario of uncertainties of the stockmarket, many studies were or are being developedto support in the prediction of trends in this market.Nelson and Pereira (2016) applied neural networksof the type Long Short-Term Memory (LSTM) forthe prediction of stock price trends. A predictionmodel was created and a series of experiments werecarried out using assets of BM&FBOVESPA. Theresults found were considered satisfactory, withan average accuracy of up to 55.9% in predictingwhether the price of a given stock would rise ornot in the immediate future. The model was alsoassessed under �nancial perspectives, showingpromising results regarding its return.Franco and Steiner (2014) compared neuralnetworks of the types Multi Layer Perceptron (MLP),Radial Basis Function (RBF) and Layer RecurrentNetwork (LRN) as techniques for predicting thefuture value of certain stocks in BM&FBOVESPA. Atotal of 496 closing prices in reverse auction forfour assets were used in the data set in the periodranging from February 27th, 2012, to February 25th,2014. The accuracy measure used for validation wasthe mean squared error between the values predictedby the RNAs and the real values. The best predictiontechnique was that of LRN, with error values of theorder of 10–11.Zhu et al. (2014) implemented a decision-makingsupport system for the buying and selling of assets.This system used Deep Belief Networks (DBN) topredict stock prices. The experiment used a set of400 stocks from the S&P 500. This data set comprised12 �nancial indicators. The authors stated that theproposed system was capable of predicting stockprices and attaining high �nancial performance.However, they showed that DBNs require a lot oftime to be trained with historical data. For thatreason, speed was an obstacle to the system.Takeuchi and Lee (2014) developed an algorithmbased on Restricted Boltzmann Machines (RBM) toextract latent features of Nasdaq assets. The authors

used a data set of the period from 1990 to 2009.The results showed that the use of RBMs enabledthe reduction of input data dimensionality and theextraction of important features to support in theprediction of future prices.
Based on the survey by Li and Ma (2010), itis possible to observe that many studies in theliterature address the theme of predicting trendsin �nancial series but few of them use RBM. Nostudies could be found that combine SVM, RBM andtechnical analysis. Additionally, none of the studiesrelated to RBM were applied to BM&FBOVESPA.
The next section presents the theoretical basisproposed in this study.

3 Theoretical Basis

This section addresses the main concepts requiredfor the understanding of the proposed tool.

3.1 Restricted Boltzmann Machines (RBM)

The Restricted Boltzmann Machines (Hinton andSalakhutdinov; 2006) are unsupervised learningneural networks. They are mainly characterized bytheir ability to learn internal representations and tosolve complex combinatorial problems.
In general, the RBM is a stochastic networkcomprising two layers: a visible layer and a hiddenlayer. The layer of visible units represents theobserved data and is connected to the hidden layer,which, in turn, must learn to extract features fromthese data. Originally, the RBM was developed forbinary data, both in the visible and the hidden layers.Considering that there are problems for which it isnecessary to process other data types, Hinton andSalakhutdinov (2006) proposed a Gaussian-BernoulliRBM (CRBM), which uses normal distribution tomodel neurons in the visible layer. This studydescribes the basic concepts of the CRBM approach,considering that the inputs in this study are data ofcontinuous type.
In RBM, the connections between neurons arebidirectional and symmetrical, which means thatthere is information tra�c in both directions of thenetwork. Besides, in order to simplify inferenceprocedures, neurons of the same layer are notconnected between themselves. Therefore, onlyneurons of di�erent layers are connected, whichexplains why it is called restricted.
Figure 1 shows an RBM with m neurons in thevisible layer (v1, . . . , vm), n neurons in the hiddenlayer (h1, . . . ,hn), being (a1, . . . ,am) and (b1, . . . ,bn)the bias vectors (b) and, �nally, the weight matrix ofconnections W. The set (W, a, b) will be called θ.
The RBM is an energy-based probabilistic model.That means that the joint probability distribution ofthe con�guration (v,h) is achieved using Equations 1and 2:

p(v,h;θ) = e–E(v,h;θ)∑
v,h e–E(v,h;θ)

(1)
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Figure 1: RBM with 4 visible units and 3 hiddenunits.

E(v,h;θ) = – m∑
i=1
(vi – ai)22σ2i – n∑

j=1
bjhj –

m,n∑
i,j=1

vi
σ2 hjwij (2)

The probability that the network attributes toa visible vector v is given by the sum of all theprobabilities of the hidden vectors h, calculated byEquation 3:

p(v;θ) =
∑
h e–E(v,h;θ)∑
v,h e–E(v,h;θ)

(3)

As the RBM is restricted, the probabilitydistributions of h given v and of v given h aredescribed by Equations 4 and 5:

p(h|v;θ) = ∏
j=1,...,n

p(hj|v) (4)

p(v|h;θ) = ∏
i=1,...,m

p(vi|h) (5)

In the CRBM version (Hinton and Salakhutdinov;2006), in which the visible layer is continuous and thehidden layer is binary, the conditional distributionsare described by Equations 6 and 7:

p(hj = 1|v;θ) = φ(bj +
m∑
i=1
viwij) (6)

p(vi = v|h;θ) = N(v|ai +
n∑
j=1
hjwij,σ2) (7)

in which φ(x) = 11+e–x (logistic function) and N isa normal distribution, with mean v and standarddeviation σ2, usually 1.
The purpose of the RBM is to estimate the valuesof the components of vector θ that cause the energylevel of the network to decrease. Since p(v;θ) is theinput data distribution, θ can be estimated by themaximization of p(v,θ) or, in an equivalent manner,log p(v,θ). Therefore, the descending gradient of log

p(v,θ) regarding θ is calculated by Equation 8.

∂p(v,θ)
∂θ

= 〈
vihj

〉
d
– 〈
vihj

〉
m

(8)
in which the components 〈

vihj
〉
d
and 〈

vihj
〉
m
are

used to represent the computed expectations aboutthe data and the model, respectively.
The estimation of 〈vihj〉d is obtained in a simpleway by means of the conditional probabilities p(hj =1|v;θ) and p(vi = v|h;θ). However, obtaining anestimate of 〈vihj〉m is much harder. This can be doneby means of Gibbs sampling (Geman and Geman;1984) using random data feeding the visible layer.Still, this procedure may take a lot of time to achievean adequate result. Fortunately, a quicker procedurecalled contrastive divergence (CD) was proposed byHinton (2006). The idea behind this method is tofeed the visible layer with training data and executeGibbs sampling only once, which has been calledreconstruction.For the application of the CD algorithm, the �rststep is to match the visible layer v0 to the input dataand, soon after, estimate the hidden layer h0 usingthe conditional probability p(hj = 1|v;θ). With that,〈
vhT

〉
d
= v0hT0 . Then, based on h0, v1 should be

estimated using the conditional probability p(vi =
v|h;θ). Similarly, based on v1, h1 is estimated, again
by p(hj = 1|v;θ). With that,

〈
vhT

〉
m
= v1hT1 . Finally,

the set of parameters θ are updated as follows:

Wt+1 =Wt +∆Wt → ∆Wt

= η(v0hT0v1hT1 ) – ρWt + α∆Wt–1

at+1 = at +∆at → ∆at = η(v0 – v1) + α∆at–1

bt+1 = bt +∆bt → ∆bt = η(h0 – h1) + α∆bt–1
considering that (W, a,b) are randomly initialized.The pseudocode of the CD algorithm is presented asfollows in Algorithm 1:The parameters η, ρ and α are known as learningrate, weight decay and momentum. Hinton (2010)suggests η = 0.01, ρ = [0.01, 0.0001] and α = 0.5 foran iteration lower than 5 and α = 0.9, in the oppositecase.The RBM has four hyperparameters: the amountof neurons in the visible layer (v), the amount ofneurons in the hidden layer (h), the learning rate (lr)and the amount of cycles (ep). If the learning rate istoo low, network learning is too low; if it is too high,it generates oscillations in the training and preventsthe convergence of the learning process. Usually, itsvalue varies from 0.1 to 1.0. The number of cyclesis the number of times in which the training set ispresented to the network. An excessive number ofcycles can cause the network to lose its generalizationpower (over�tting). On the other hand, with a
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Algorithm 1 Pseudocode of the algorithm: ContrastiveDivergence
1: procedure CD
2: Prepare set of input data
3: Inform the number of neurons for hidden layer
h

4: Initialize parameters η, ρ and α
5: Randomly initialize θ
6: while number of iterations or minimum errorsatis�ed do
7: Match visible layer v0 to input data;8: Estimate hidden layer h0 using the condit.probability p(h|v))
9: Estimate, based on h0, the visible layer v1using the equation p(v|h)
10: Estimate, based on v1, the hidden layer h1using the equation p(h|v)
11: Update θ using the updating equationsdescribed above
12: Return: θ training

small number of cycles, the network may not beable to model the general behavior of the system(under�tting) (Haykin; 1998).
3.2 Support Vector Machines (SVM)

Support Vector Machines (SVM) are based on thetheory of statistical learning, developed by Vapnik(1995) based on studies initiated in Vapnik andChervonenkis (1971). This study establishes a seriesof principles that should be followed in order toobtain classi�ers with a good generalization, whichis de�ned as their capacity to correctly predict theclass of new data of the same domain for whichthe learning took place. The SVM machine learningalgorithms have the purpose of determining decisionlimits that produce an optimal separation betweenclasses through the minimization of errors. TheSVMs stand out due to at least two characteristics:solid theoretical foundation and high performance inpractical applications (Santos; 2002).
In its basic form, SVMs are linear classi�ersthat separate data into two classes by means ofa separating hyperplane. An optimal hyperplaneseparates data with the maximum margin possible,which is de�ned by the sum of the distances betweenthe positive points and the negative points that arecloser in the hyperplane. These points are calledsupport vectors and are circled in Figure 2.
The hyperplane is constructed based on priortraining using a �nite data set.
Assuming the training set {xi, yi}, yi ∈ {–1, 1}, xi ∈

Rn where xi is the ith input element and yi is itsrespective class value for xi, i = 1,. . .,l. The calculationof the hyperplane with optimal margin is given by
the minimization of ‖w‖2 considering the restrictionsbelow:

xiw + b ≥ +1, yi = +1
xiw + b ≤ –1, yi = –1

Figure 2: Classi�cation of a data set using a linearSVM.

where w is the normal to the hyperplane. Thisis a quadratic optimization problem and may beconverted to a dual problem, which depends onlyon the Lagrange multipliers αi:

u = N∑
i=1

αi – 12
N∑
i,j=1

αiαjyiyj(xixj)

according to the restrictions of the linear equation:
N∑
i
αiyi = 0,

and the restrictions of the inequality:

αi ≥ 0,∀i
with the solution given by:

w = N∑
i=1

αiyixi

Where N is the number of training examples.The elements that are closest to the hyperplane arecalled support vectors and are located in planes H1and H2, as seen in Figure 2. These are the mostimportant points, since they are the ones that de�nethe classi�cation margin of the SVM (Burges; 1998).For most real problems, the data set is notseparable through a linear hyperplane and thecalculation of support vectors using the formulationsdescribed above would not be applicable (Platt; 1999).This problem may be solved by the introductionof margin expansion variables ξi, which relax therestrictions of the linear SVM, allowing for somemargin failures but also penalizing failures throughthe control variable C. The transformation of thisoptimization problem into its dual form only changesthe restriction to:

xiw + b ≥ +1 – ξi, yi = +1
xiw + b ≤ –1 + ξi, yi = –1

The SVM has some hyperparameters to be chosen:kernel function, gamma and cost. The kernel
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Figure 3: Proposed methodology

functions are responsible for providing a simplebridge between linear and non-linear algorithms.The cost parameter determines the balance betweentraining errors and separation margins with thepurpose of allowing �exibility in class separation.The RBF kernel gamma parameter controls the�exibility of the classi�er (Ben-Hur and Weston;2010).

4 Methodology
The methodology adopted in this work comprises �vesteps: [a] extraction of historical data on assets; [b]transformation; [c] reduction of dimensionality andfeature extraction; [d] classi�cation; and [e] analysisof results. Figure 3 shows each step of the proposedmethod. The �ow of these steps is detailed in thefollowing subsections.
4.1 Data Extraction

A historical data set of all assets of BM&FBOVESPAwas extracted for the period from August 2014 toAugust 2015. These data were composed using dailycandles. A candle represents the variation in theprices of a given asset in a given time unit (e.g.,daily, weekly, monthly) (GrafBolsa; 2017). Figure 4shows the time series of the �ve assets of the period.MetaTrader (2018) toolbox was used the to extractthe dataset. This toolbox is a multi-asset platformthat allows trading Forex, stocks and futures. Ito�ers superior tools for comprehensive price analysis,use of algorithmic trading applications (tradingrobots) and copy trading.
4.2 Transformation

Based on the input of the candles it is possible toassess the technical indicators. These indicatorsaim to support in the prediction of future market

Figure 4: Evolution of prices of daily assets fromAugust 2014 to August 2015.

movements (Kirkpatrick and Dahlquist; 2006). Theassessment was made using a Java code, built bythe authors, that communicates with the API TA-Lib
(Technical Analysis Library). This API is capable ofgenerating more than 100 technical indicators basedon the candle set presented.
Although the technical indicators are of utmostimportance, it was possible to observe that theamount of indicators generated by the API TA-

Lib expressively increases the dimensionality ofthe data, which brings more complexity to thelearning problem. Therefore, it was essential toadopt an approach to reduce dimensionality, besidesgenerating latent features.
4.3 Dimensionality Reduction

Two dimensionality reduction approaches forlearning problems stand out in the literature:selection of features and extraction of featuresCampos (2001). Selection, as the name implies,selects, according to a given criterion, the best
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subset within the original set of features. Extraction,in general terms, creates new features throughtransformations or combinations within the originalset of features (Campos; 2001).In this step, the RBM is used in order to reducethe dimensionality of data. The implementation usedin this study was the Restricted Boltzmann Machine
with continuous-valued inputs (CRBM), from the library
Deep learning library for node.js2. The tool was adaptedin order to provide, in addition to the output of thereduced technical indicators, the label (class) thatindicates at that moment in time if the asset’s priceincreased or not.The policy of class attribution is based on theclosing price at the following moment:

label =
{1 if closingi+1 > closingi0 if closingi+1 ≤ closingi

4.4 Classi�cation

Fayyad et al. (1996), classi�cation is the process of�nding a model (or set of functions) that describesand di�erentiates classes or data concepts. With thismodel, it is possible to identify objects whose class isstill not known. The model derived from the data isbased on the analysis of the training set, that is, theset of data whose classi�cation is previously known.This model can be represented in many ways. Usually,the classi�cation is used to infer which class an objectbelongs to.In this study, the Support Vector Machines (SVM)were used in this step. The implementation used inthis step was the LibSVM, from the library Support
Vector Machine for nodejs3.The case study that applies this methodology ispresented in the next section.

5 Results
In order to validate our proposed approach, we applythe methodology to actual data from the BrazilianStock Market. The experiments used �ve real data
sets on assets of BM&F BOVESPA4. The assets usedare described in the Table 1. The column As describesthe asset, the column NI presents the distributionof the class "(did) not increase", the column Ipresents the distribution of the class "increased"and, �nally, the column Dim presents the dimensionof the input data set. It is possible to observe thatthere is not a great unbalance between the classes.Thus, the accuracy measure is adequate to estimateperformance (Pereira; 2012). Besides, it can be seenthat the dimension of each set is high, showingthat solving this classi�cation problem can becomecomputationally complex and expensive.The �ve tested assets were:
• VALE3 is the ticker symbol of the common stocksof Vale S/A, world leader in the production of iron

2https://www.npmjs.com/package/dnn/3https://www.npmjs.com/package/node-svm/4http://www.bmfbovespa.com.br/

Table 1: Data sets of BM&FBovespa
Classes

As. I. (%) NI. (%) Dim.
VALE3 49.5% 50.5% 180
ENBR3 50% 50% 180
BRAP4 48.5% 51.5% 180
USIM5 48.5% 51.5% 180
ABEV3 47% 53% 180

ore, pellets and nickel.5• ENBR3 is the ticker symbol of the common stocksof EDP - Energias do Brasil S/A, a Braziliancompany of the energy sector. EDP was assessedby a German consultancy company as one of the 20best companies of the energy sector in the world
in terms of performance.6• BRAP4 is the ticker symbol of the preferred stocksof Bradespar S/A, an investments company withrelevant participation in many leading companies
in its areas of operation.7• USIM5 is the ticker symbol of the Class A preferredstocks of Usinas Siderurgicas de Minas Gerais- Usiminas S/A, one of the greatest siderurgy
industries in Brazil.8• ABEV3 is the ticker symbol at Bovespa of thecommon stocks of Ambev S/A, the world’s greatest
beer manufacturer.9

5.1 Con�guration of Algorithm Parameters

The hyperparameters of the algorithms were de�nedusing empirical tests. For the training, tests wereperformed with the following combinations to RBMand SVM, respectively, Equations 9 and 10.

(v,h, ep, lr) ∈({180}× {20, 15, 10, 5}× {1000, 1500, 2000}
×{0.9, 0.6, 0.3})

(9)

(kernel,gamma, cost) ∈({RBF}× {0.01, 0.25, 0.5}× {0.01, 0.5, 1}) (10)
The hyperparameters of the RBM and of the SVMare presented in tables 2 and 3, respectively. Thevalues are those that produced the best results ofaccuracy among the various con�gurations evaluated.More details about the meaning of these parameterscan be found in their respective sections.Since the data are temporal, the validation ofresults was made in a structure of training and test,applying the concept of sliding window, accordingto which the training and test sets move with time.Therefore, at each step, the tool was trained with

5http://www.vale.com/6http://www.edp.com.br/7http://www.bradespar.com.br/8http://www.usiminas.com.br/9http://www.ambev.com.br/
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Table 2: RBM Con�gurations
RBM

v 180
h 10
ep 1500
lr 0.6

Table 3: SVM Con�gurations
SVM

kernel RBF
gamma 0.25
cost 1

20 candles and tested for the next 10 candles untilthe time series ended. These window sizes were alsoobtained based on experiments.
5.2 Results Analysis

The accuracy was adopted in this work forperformance assessment. It is evaluated as thequantity of positive and negative samples correctlyclassi�ed divided by the total quantity of samples,such as shown in Equation 11.
Accuracy = TP + TN

TP + TN + FP + FN (11)
in which: TP is the proportion of positive casesthat were correctly identi�ed. FP is the proportionof negatives cases that were incorrectly classi�edas positive. TN is de�ned as the proportion ofnegatives cases that were classi�ed correctly. FN isthe proportion of positives cases that were incorrectlyclassi�ed as negative.The results found for the combination of RBM +SVM were compared to those achieved with SVM only,such as presented in Table 4. The proposed method(RBM + SVM) led to results ranging from 0.54 (VALE3)to 0.66 (USIM5), which is higher than the resultsobtained with SVM isolated, (0.51 to 0.61).
Table 4: Results of the accuracy of the experiments

Accuracy
Asset SVM RBM + SVM
VALE3 0.51 0.59
ENBR3 0.55 0.61
BRAP4 0.53 0.59
USIM5 0.61 0.66
ABEV3 0.54 0.54

The RBM+SVM association was able to outperformSVM only in four of the �ve assets, being equivalentin the other one (ABEV3). These results support theassumption that RBM could improve classi�cationresults through adequate selection of problemfeatures.No statistical tests were carried out to check

whether there is a signi�cant di�erence between theapproaches as there are no points of randomnessin the methods. The results found for all of theexecutions performed in each of the assets are thesame.

6 Conclusion
This study aimed to explore the capability of a deepneural network, speci�cally a Restricted BoltzmannMachine (RBM), to support in the prediction oftrends at the BM&FBOVESPA. The results showedthat this machine learning approach has the potentialto reduce the dimensionality of the input data andextract latent features to be considered by the mainclassi�er. This enables the generation of additionalinformation and, consequently, supports the processof data classi�cation.Four of the �ve data sets used in this studypresented better results with the combination ofRBM and SVM. It could be seen that, in general,the proposed approach (RBM + SVM) achieves betterresults than the isolated classi�er (SVM). Therefore,it can be concluded that the proposed approach ispromising and may contribute to future studies onthis type of application.Another important contribution was thedevelopment of the tests of this solution withreal BM&FBOVESPA data. There were more than100 articles studied, only three used data from theBrazilian market. Comparing the results found inthis work with the three papers that also used realdata from BM&FBOVESPA. The proposed approachpresented better performance, presenting an averageaccuracy rate of 59.8%An immediate future study recommendation wouldbe to incorporate the developed solution in anegotiation model to assess �nancial strategies and,thus, verify if the gains in accuracy rate lead tomonetary gains.
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