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Abstract
While mental health related issues usually began in childhood or adolescence, only a small portion of thispopulation receives proper diagnosis and treatment. In part, this scenario is caused due the lack of specializedtools for mental disorders screening, mainly those which reduce cost and time needed. Recently, authorshave been analyzing how machine learning could help to build new psychological assessment tools. However,only few researches proposed building specialized tools for groups composed mostly of children. This workaims to propose a model which combines clinical tests and deep learning for supporting child psychologicalscreening. Results suggested that deep learning tools may �t the intended scenario, once the classi�cationmodels tested performed well even with a small sample size.
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Resumo
Embora problemas relacionados à saúde mental usualmente tenham início durante a infância ou adolescência,apenas uma pequena parcela desta população recebe diagnóstico e tratamento adequado. Uma das causaspara a baixa taxa de identi�cação de desordens mentais é a falta de instrumentos especializados nesta tarefa,especialmente ferramentas que reduzam o custo e o tempo necessário para a execução de processos de triagempsicológica. Na literatura recente, muitos autores vêm analisando como o aprendizado de máquina podecontribuir para a construção de instrumentos de avaliação psicológica, contudo poucas pesquisas se propõema construir ferramentas válidas para grupos compostos majoritariamente por crianças. O presente trabalhopropõe um modelo de ferramenta para apoio à triagem psicológica infantil baseada em testes clínicos e
deep learning. Tal modelo foi avaliado através de uma implementação que combina o uso de Redes NeuraisConvolucionais e um sistema de escalas clínicas para avaliação do Desenho da Figura Humana. Os resultadosapresentados pelos modelos de classi�cação treinados demonstraram bons índices de acerto considerando-sea pequena amostra disponível, o que sugere que ferramentas de deep learning podem ser adequadas para ocenário proposto.
Palavras-Chave: Convolutional Neural Networks; Triagem Psicológica; Deep Learning; Desenho da Figura Humana- DFH

1 Introdução

Evidências mostram que a maior parte dos problemasrelacionados à saúde mental inicia-se na infância ouadolescência (Mental Health Foundation; 2016; World

Health Organization; 2017). A�rma-se tambémque sintomas destas desordens costumam afetar odesempenho dos indivíduos durante a vida adulta(Falissard; 2016). Apesar da estimativa da OMS deque entre 10% e 20% das crianças e adolescentes
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possuem algum tipo de desordem mental (WorldHealth Organization; 2017), apenas uma pequenaparcela desta população é diagnosticada e recebetratamento adequado em idade precoce (Anxiety andDepression Association of America; 2017; Murphyand Fonagy; 2013; Rice et al.; 2017; World HealthOrganization; 2013).No contexto brasileiro, apesar dos avanços na áreade testagem psicológica, percebe-se que há carênciade instrumentos que atendam às necessidadesdos pro�ssionais de saúde responsáveis pelosprocessos avaliativos (Popi et al.; 2016). Segundoos mesmos autores, o aumento da demanda poratendimentos multipro�ssionais e a necessidadeda redução do tempo e custo dos atendimentossuportam a utilização de instrumentos de triagempsicológica, sendo este um meio de selecionarpossíveis candidatos a avaliações completas, evitandoassim o desgaste desnecessário dos envolvidos.Esforços empreendidos por de Oliveira (2013) eViapiana et al. (2016) vem de encontro a necessidadede fornecer um maior portfólio de opções para oexercício da triagem clínica. Estes autores buscamsuportar, adaptar e/ou coletar evidências de validadeacerca do teste do Desenho da Figura Humana (DFH)voltado especi�camente para a população infantil.Na literatura recente, percebe-se crescenteinteresse no emprego de aprendizado de máquina, ou
machine learning, para a construção de instrumentosde avaliação clínica (Seixas et al.; 2014; Jiménez-Serrano et al.; 2015; Carpenter et al.; 2016; Kimet al.; 2017; Zhu et al.; 2017; Hilbert et al.;2017). Luxton (2014) acredita que aplicações queempregam aprendizado de máquina para a realizaçãode psicodiagnóstico podem ser mais e�cientese so�sticadas em relação aos métodos comuns.Segundo o autor, isto se deve a capacidade deprocessamento de dados complexos, customização eredução da incerteza provida por este tipo de técnica.Dentre as disciplinas de aprendizado de máquinamais promissoras, está o deep learning, que, segundoLeCun et al. (2015), está fazendo grandes avanços naresolução de problemas que resistiram por anos aosmelhores esforços empreendidos pela comunidadecientí�ca. Apesar disto, até o presente momentopoucos trabalhos têm utilizado esta técnica aplicadaa psicologia clínica.O presente trabalho apresenta um modelo que, nocontexto da triagem psicológica infatil, se propõe arealizar a avaliação automática de testes de expressãográ�ca através do uso de deep learning. Para istodesenvolveu-se uma pesquisa experimental, naqual construiu-se um protótipo para a avaliação evalidação dos componentes críticos do modelo.Este estudo está alinhado ao quarto objetivo doplano de ação para a saúde mental criado pelaOMS para os anos 2013-2020, objetivo este queincentiva a busca pelo fortalecimento dos sistemasde informação, evidências e pesquisa para a saúdemental (World Health Organization; 2013).O trabalho está estruturado da seguinte forma: Aseção 2 trata da fundamentação teórica e apresentaçãode conceitos relevantes para o estudo. Na seção3 são apresentados alguns trabalhos relacionados.O modelo proposto é detalhado na seção 4. Aseção 5 destina-se a metodologia adotada. A sextaseção é reservada para a apresentação dos resultados.

A última seção destina-se às considerações �nais,contribuições e trabalhos futuros.

2 Fundamentação Teórica
Esta seção apresenta os conceitos-chave para aconcepção do modelo Melampus. A primeira subçãoapresenta o Desenho da Figura Humana comoinstrumento de psicodiagnóstico através de expressãográ�ca. Já a segunda subseção apresenta uma visãogeral sobre Redes Neurais Convolucionais como umaferramenta de deep learning.
2.1 Desenho da Figura Humana

Segundo Gauy and Guimarães (2006), um dosmotivospelos quais muitas crianças não recebem tratamentoé a avaliação inadequada ou a não avaliação doscomportamentos problemáticos. Segundo o mesmoautor, avaliar transtornos na infância é uma tarefacomplexa, devido principalmente às di�culdadesde expressão verbal e reconhecimento das própriasemoções por parte da criança.Avaliações psicológicas são geralmente conduzidasno formato de entrevistas ou através de inventários(Muller and Erford; 2012). Pro�ssionais epesquisadores da área da saúde mental quetrabalham com crianças acreditam que a arte comotécnica de expressão grá�ca também pode ser umaferramenta útil para acessar aspectos psicológicose emocionais dos pacientes, especialmente quandoa comunicação falha (Hammond and Gantt; 1998;Gabriels et al.; 2000; Rollins; 2005).Dentre os testes de expressão grá�ca maisconhecidos e utilizados na psicologia clínica brasileiraestá o Desenho da Figura Humana (DFH) (Saur et al.;2010). Abrangente, simples e barato (Hutz andBandeira; 1995); o DFH é aplicado geralmente emcrianças (Borsa and Bauermann; 2013).Entendendo que a avaliação psicológica devecontar com diferentes técnicas e instrumentosalém dos já padronizados, Borsa and Bauermann(2013) consideram que o DFH pode contribuirsigni�cativamente para o psicodiagnóstico,permitindo à criança expressar de forma livree não controlada as emoções que permeiam seuscomportamentos. Na Figura 1 é apresentado umexemplo de DFH produzido por uma criança.Segundo Hutz and Bandeira (1995) e Viapianaet al. (2016), estudos com o DFH para diagnóstico deproblemas emocionais empregam diferentes formasde avaliação dos desenhos, distinguindo-se em trêsestratégias de análise: a) aspectos globais; b) aspectosestruturais, como tamanho da �gura e localização napágina; e c) itens especí�cos, tais como presençaou ausência de elementos como cabeça, braços, etc.Atualmente, apenas dois sistemas de avaliação doDFH estão aprovados pelo SATEPSI 1, ambos voltadosa avaliação da maturação cognitiva das crianças.Porém, diversos sistemas têm sido propostos porpesquisadores da área (de Oliveira; 2013; Arteche;2006; Viapiana et al.; 2016).

1Sistema de avaliação de testes psicológicos desenvolvido peloConselho Federal de Psicologia (CFP).
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Figura 1: DFH produzido por uma criança

Em seu trabalho, de Oliveira (2013) propõeconstruir escalas clínicas do DFH para crianças de 6a 12 anos de idade, sendo o objetivo destas identi�cara necessidade (ou não) de uma avaliação psicológicamais completa. O autor parte da premissa de que, deacordo com estudos brasileiros, o DFH parece servirmais como um indicador da existência problemaspsicológicos do que um método de diagnóstico paraum tipo de problema especí�co. Os resultadosdesta pesquisa indicam que as escalas apresentamadequada capacidade de discriminar grupos e validadepara indicação de uma avaliação psicológica. Ométodo de avaliação sugerido pelo autor consistebasicamente na análise de itens especí�cos do DFH,tais como presença de linhas tremidas ou pesadas no
desenho. À presença ou ausência de cada um destesitens é atribuída um peso, que quando somado com ospesos referentes aos demais itens determina o escore�nal. Este escore pode ser interpretado como um dosseguintes resultados: (i) Indicadores insu�cientespara uma avaliação psicológica; (ii) Indicação deuma entrevista/observação; (iii) Indicação de umaavaliação psicológica; (iv) Necessidade de umaavaliação psicológica; e (v) Fortes indicadores parauma avaliação psicológica. Os itens analisados variamconforme o grupo amostral ao qual o indivíduotestado pertence, sendo que (de Oliveira; 2013)determina escalas para quatro grupos que variamem gênero e idade (crianças mais jovens [6 a 8 anos]e crianças mais velhas [9 a 12 anos]).

2.2 Deep Learning e Redes Neurais
Convolucionais

Por muito tempo, desenvolver sistemas deaprendizado de máquina signi�cou construirtambém um extrator de aspectos (features) capazde transformar dados brutos; tal como pixels deuma imagem, em representações internas adequadas

Figura 2: Exemplo de uma rede neural convolucionale suas diferentes camadas

para servirem de entrada para um método deaprendizado (LeCun et al.; 2015). Este processorequer considerável conhecimento do domínio noqual o agente deverá atuar (LeCun et al.; 2015).
O aprendizado de representação, ou representation

learning, é um conjunto de métodos que permitema detecção automática de features necessárias paraa execução de procedimentos de classi�cação oudetecção (LeCun et al.; 2015). Para Goodfellow et al.(2016), estas representações aprendidas geralmenteapresentam performance superior à obtida através demétodos convencionais de seleção de features.
O aprendizado de representação, ou representation

learning, é um conjunto de métodos que permitema detecção automática de features necessárias paraa execução de procedimentos de classi�cação oudetecção (LeCun et al.; 2015). Para Goodfellow et al.(2016), estas representações aprendidas geralmenteapresentam performance superior à obtida através demétodos convencionais de seleção de features.
Um dos modelos que têm apresentado grandesucesso na detecção, segmentação e reconhecimentode objeto e regiões em imagens são as Convolutional

Neural Networks (CNNs ou ConvNets) (LeCun et al.;2015). Segundo LeCun et al. (2015), as ConvNetssão projetadas para processar dados na formade múltiplos vetores e seguem três princípiosarquiteturais para garantir invariância espacial:campos receptivos locais (local receptive �elds),compartilhamento de pesos (shared weights) esubamostragem espacial (spatial subsampling) (Nodaet al.; 2014). Na Figura 2 é apresentada a arquiteturageral de uma ConvNet para a classi�cação de imagens.
Em uma ConvNet, o objetivo da convolução éextrair features da camada anterior (LeCun et al.;2015). No caso de imagens, esta operação preservaa relação espacial entre os pixels através doaprendizado de features utilizando pequenos quadrosdos dados de entrada (LeCun et al.; 1998). A operaçãode convolução é representada na Figura 3. Diferentes

kernels produzem diferentes saídas sobre o mesmodado de entrada (LeCun et al.; 2010). Durantea fase de treinamento, as ConvNets são capazesde aprender os valores dos kernels, embora sejanecessário especi�car uma série de parâmetros, taisquais o número e tamanho dos kernels (Vargas et al.;2016).
Segundo Vargas et al. (2016), é comum após acamada de convolução aplicar uma função de ativação,sendo que normalmente esta função apresenta algumgrau de não-linearidade. Segundo os autores, estanão-linearidade permite que as categorias de saídasejam linearmente separáveis.
As camadas de pooling juntam semanticamente
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Figura 3: Processo de convolução

features semelhantes em uma única feature (LeCunet al.; 2015). Ainda segundo os mesmos autores,uma unidade de pooling tipicamente computa osmáximos locais das entradas recebidas. Para LeCunet al. (1998), esta etapa é a responsável pela reduçãoda precisão espacial, permitindo que o resultadoda classi�cação seja menos sensível a diferentesposicionamentos e distorções em imagens.Através de uma camada totalmente conectada, as
features identi�cadas alimentam um classi�cadorcapaz de relacionar estas informações com as classesde resposta (Vargas et al.; 2016). Em seu trabalho,CireşAn et al. (2012) utilizam a função de ativação
softmax nesta última camada, pois a saída pode serinterpretada como a probabilidade da imagem deentrada pertencer a uma das classes desejadas.Diferentes arquiteturas repetem e combinamcamadas de pooling e convolução. Por exemplo,enquanto a LeNet-5 possui duas camadas deconvolução seguidas de pooling, seguidas novamentede uma camada de pooling LeCun et al. (1998),a GoogleNet possui cinco camadas de convoluçãoseguidas de pooling (Szegedy et al.; 2015) .

3 Trabalhos Relacionados
Diversos trabalhos tem explorado o uso deferramentas computacionais no âmbito da avaliaçãopsicológica. Zhu et al. (2017) propõe o uso deConvNets na construção de um sistema paradiagnóstico de depressão baseado na análise deexpressões faciais em vídeos. Os autores empregamduas ConvNets; uma para classi�cação da aparência eoutra para as dinâmicas faciais. O grau de depressãoé determinado por uma camada de integraçãoque combina o resultado dos dois modelos. Emcomparação a outros sistemas de diagnóstico queapoiam-se apenas na análise visual dos vídeos eque foram treinados nas mesmas bases de dados,os autores concluem que a abordagem propostaapresentou desempenho superior. Sugere-se queanalisar também o áudio presente nos vídeos podeincrementar o desempenho do obtido.

Partindo da premissa de que o uso do espaço emdesenhos feitos à mão pode revelar informações úteissobre o indivíduo que o desenhou, in Kim, Han and Oh(2012) propõe um sistema que, baseado em modelosde regressão, seja capaz de analisar esta característicaem artefatos de arte bidimensional. A vantagemfornecida pelo sistema é a redução da subjetividade edo erro humano na análise quantitativa desta variável.A avaliação do sistema construído se deu através desua aplicação na avaliação do nível de demência emuma população formada por indivíduos idosos. Osresultados demostraram que o uso de espaço nosdesenhos está signi�cantemente relacionado ao nívelde demência dos indivíduos da amostra.Aplicando técnicas de machine learning sobredados previamente coletados, Carpenter et al. (2016)desenvolveram um sistema capaz de identi�carcrianças sob risco de desenvolver transtornos deansiedade. A análise dos resultados demostra queo sistema classi�cou corretamente os indivíduosem 96% dos casos. O instrumento de avaliaçãopsicológica utilizado foi o PAPA, que consistebasicamente de uma ferramenta para a análise deinformações obtidas através de entrevistas com ospais de crianças com idades entre 2 e 5 anos. Apesarde os autores terem utilizado ADTrees como métodode classi�cação dos dados, estes sugerem que outrosalgoritmos podem ser utilizados e que estes podeminclusive produzir resultados superiores.Em seu trabalho, Seixas et al. (2014) propõeum modelo baseado em Redes Baysianaspara o diagnóstico de Alzheimer, demência ecomprometimento cognitivo leve. O conjunto dedados utilizado para o treinamento do modelo écomposto basicamente de dados demográ�cos eresultados de testes neuropsicológicos dos indivíduosque compõe a amostra. Os autores se apoiam napremissa de que Redes Baysianas são adequadas paraa representação de incerteza e causalidade, amboselementos presentes no diagnóstico clínico. Por�m, os resultados demostram que o modelo atingiudesempenho superior quando comparado a outrosclassi�cadores conhecidos.O trabalho de Jiménez-Serrano et al. (2015)possui dois objetivos: (i) desenvolver um modelopara a detecção de depressão pós-parto durantea primeira semana após o nascimento da criançae (ii) baseado no modelo criado, desenvolver umaaplicação mobile para mães que recém derama luz e clínicos que desejam monitora-las. Aferramenta utilizada para o diagnóstico da desordemfoi o Edinburgh Postnatal Depression Scale (EPDS),um questionário composto por perguntas de fácilentendimento. Com base nos resultados doEPDS e dados demográ�cos e socioeconômicosde cada indivíduo, foram experimentados quatroclassi�cadores: Naive Bayes, Logistic Regression, SVM,e RNA. Para os autores, o desempenho do classi�cadoré determinado pela relação entre sensitividade eespeci�cidade, e com base nisto, Naive Bayes foi ométodo que apresentou melhor desempenho.Hilbert et al. (2017) utilizam técnicas de machine
learning para classi�car indivíduos em três diferentesgrupos: portadores de depressão, portadores deansiedade generalizada e indivíduos não portadoresde desordens mentais. Os dados coletados da amostraforam respostas de questionários clínicos, níveis de
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Tabela 1: Pesquisas anteriores em avaliação psicológica com apoio de instrumentos de computação
Amostra

Técnica Computacional Método de diagnóstico Desordem testada Faixa etária País Tamanho
in Kim, Han and Oh
(2012)

Processamentográ�co / Modelagemestatística
Expressão Grá�ca:PPAT/FEATS Demência Idosos Coréia do Sul 145

Seixas et al. (2014) Aprendizado demáquina Dados demográ�cos / Testesneuropsicológicos Demência / Alzheimer/Comprometimento cognitivoleve
Idosos EUA/Brasil 3.145

Jiménez-Serrano et al.
(2015)

Aprendizado demáquina EPDS Depressão pós-parto Adultos Espanha 1.397
Carpenter et al. (2016) Aprendizado demáquina PAPA Ansiedade Crianças EUA 1.224
Zhu et al. (2017) Deep Learning Expressões e dinâmicasfaciais / Vídeo Depressão Adultos Alemanha 292
Hilbert et al. (2017) Aprendizado demáquina Questionários / Níveisde cortisol / RessonânciaMagnética

Depressão / AnsiedadeGeneralizada Adultos Alemanha 57

Presente Trabalho Deep Learning DFH Triagem psicológica Crianças Brasil 804
Fonte: Elaborado pelos autores.

cortisol e volumes de massa cinzenta e branca. Estasinformações foram analisadas tanto de forma isoladaquanto combinada. O algoritmo de classi�caçãoutilizado foi o SVM, com o qual foi possível obter90,10% de precisão ao determinar de se um indivíduoé saudável ou não. Determinar se o indivíduo possuidepressão ou ansiedade generalizada se mostrou umatarefa mais complexa, sendo que a precisão máximaalcançada foi de 67,46%.Na Tabela 1 é apresentada uma comparaçãoentre as principais características dos trabalhosanteriormente citados e a abordagem adotada nopresente trabalho. Ante o exposto, percebe-se quea maior parte dos trabalhos analisados fazem usode técnicas de machine learning para a elaboração demodelos preditivos.Em uma análise mais generalista da produçãocientí�ca com foco na avaliação psicológicacomputadorizada, percebe-se que a grande maioriados modelos preditivos construídos utilizamdados provenientes de exames bioquímicos, EEGs(eletroencefalogramas) e ressonâncias magnéticas(Hosseinifard et al.; 2013; Foland-Ross et al.; 2015;Patel et al.; 2015; Jiang et al.; 2016; Shim et al.; 2016;Li et al.; 2016; Hilbert et al.; 2017; Zheng et al.; 2017).Apenas um dos trabalhos encontrados pelos autoresempregou testes baseados em produção de desenhoscomo ferramenta de psicodiagnóstico (in Kim, Kang,Chung and joo Hong; 2012). Destaca-se também queque a população infanto-juvenil foi o foco de apenasdois trabalhos encontrados (Carpenter et al.; 2016;Foland-Ross et al.; 2015).Ante o exposto, os autores entendem que aabordagem proposta no presente trabalho aindanão foi explorada na literatura, não havendo aindaum modelo que, no contexto do psicodiagnóstico,buscasse combinar técnicas de deep learning comqualquer modalidade de teste baseado em expressãográ�ca.

4 Modelo Proposto
O Melampus2 é uma ferramenta modelada para atuarcomo apoio ao processo de triagem psicológica decrianças. O objetivo desta ferramenta é identi�car emuma população de interesse quais são os indíviduosque demonstram maior propensão a apresentar

2Adivinho e curandeiro da mitologia grega

problemas psíquicos, permitindo aos pro�ssionaisde saúde mental conduzir intervenções menosextensivas em grandes grupos de pessoas.
O Melampus automatiza a análise de testes deexpressão grá�ca que utilizam a análise estáticado desenho produzido e possuem um sistema deescalas bem de�nidas para a avaliação dos itensque as compõe, tal qual o método proposto porde Oliveira (2013) para o DFH. Para tal análise, omodelo sugere o treinamento de classi�cadores deimagem especializados na avaliação de tais itens.
Por oferecer avaliação automatizada e padronizadados desenhos, o Melampus permite que a triagemseja passível de aplicação por pessoas com poucoou nenhum treinamento em psicodiagnóstico. Estacaracterística aumenta signi�cantemente o númerode indivíduos capazes de aplicar a ferramenta emgrandes grupos, uma vez que se torna possível quepro�ssionais que tradicionalmente possuem contatocom crianças, tais como educadores e assistentessociais, se tornem agentes de triagem.
Por �m, destaca-se que o Melampus não objetivaidenti�car a natureza especí�ca dos problemasapresentados pelos indivíduos testados, muito menossubstituir o pro�ssional de saúde mental no processode diagnóstico clínico, uma vez que somente este podeoferecer um parecer o�cial sobre cada caso. Alémdisto, por ser um modelo genérico, admite-se quepossam ser construídos diferentes implementaçõesdeste, com diferentes testes de expressão grá�ca oumesmo ferrametas de deep learning, desde que estesatendam as necessidades do modelo.

4.1 Decisões de Projeto

O processo de triagem proposto pelo Melampusenvolve a ação de quatro agentes:
• Melampus: sistema responsável pela avaliaçãoautomática do desenho. Recebe como dados deentrada o desenho produzido, idade e gênero doavaliado. A saída produzida será o resultado daavaliação e instrução associada a este resultado;• Aplicador do Teste: responsável por conduzir oteste e fornecer os materiais e instruções para a suaexecução. Alimenta o Melampus com as entradasnecessárias para então obter um resultado. Oaplicador não precisa ser necessariamente umespecialista em psicodiagnóstico;• Avaliado: no contexto proposto, o avaliado é a
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Figura 4: Etapas do processo de triagem no modeloproposto

criança submetida ao processo de triagem;• Especialista: pro�ssional de saúde mental comexpertise na avaliação do teste. O especialistaé acionado sempre que o sistema não podedeterminar o resultado �nal com grau satisfatóriode certeza.
A Figura 4 ilustra as quatro etapas que compõe esteprocesso, sendo que a primeira destas acontece sem aintervenção da ferramenta. Nesta etapa, o aplicadordeve instruir, fornecer os materiais necessários(folha, lápis e borracha), e acompanhar o avaliadodurante a realização do teste. Após a conclusãodeste, o aplicador deve coletar o desenho produzido,e demais dados necessários para a análise.A segunda etapa consiste na digitalização esubmissão do desenho produzido para a análiseda ferramenta. Além do arquivo de imagem, seránecessário informar os demais dados coletadosdurante a etapa 1. Todo acesso à ferramentadeve ser autenticado, a �m de garantir queapenas usuários com permissão tenham acesso aosresultados emitidos pelo sistema e aos dados dosindivíduos testados.Na etapa 3, o sistema armazenará os dadosrecebidos em sua base de conhecimento e emseguida, a imagem é processada por classi�cadorespreviamente treinados, que identi�cam a presença ouausência dos itens que compõe o sistema de escalasimplementado. Estes classi�cadores retornarãoum valor entre 0 e 1, onde 0 indica ausênciado item e 1 indica a presença deste. Para cadaum dos classi�cadores haverá um ponto de cortepreviamente parametrizado que determina se aquelevalor representa a presença ou ausência do item.Além do ponto de corte, será parametrizado tambémuma margem de erro para cada item. A margemdetermina um intervalo para mais ou para menosonde o resultado emitido pelo classi�cador seráconsiderado inconclusivo. Por exemplo, para umdeterminado item A, com ponto de corte igual a 0.75e margem de erro de 0.05, resultados maiores ouiguais a 0.80 representam a presença do item, valoresinferiores ou iguais a 0.70 indicam ausência do item,e resultados entre 0.70 e 0.80 são inconclusivos.Antes de retornar o resultado para o aplicador, o

Figura 5: Arquitetura do modelo proposto

Melampus veri�cará se existe con�ança su�cienteou não para tal ação. Para isso, o sistemaveri�cará se existem classi�cadores que tenhamproduzido resultados inconclusivos e que por sua vezdevam ser então desconsiderados na composição doresultado �nal. Analisa-se então se estes resultadosinconclusivos afetam de alguma forma no resultado�nal obtido. Em casos negativos, o resultado �nalda avaliação é apresentado ao avaliador e o processoé encerrado. Em casos negativos, a etapa quatro doprocesso é iniciada.
Na quarta etapa, o especialista é noti�cado de queo sistema precisa de apoio humano para avaliar umteste. O especialista então acessa a plataforma e avaliaos itens o desenho. Após a submissão da análise, oresultado é enviado para o avaliador e o armazenadona base de dados doMelampus. Observa-se que toda aquarta etapa representa uma comunicação assíncronaentre a ferramenta, o aplicador e o especialista.
Devido ao fato de o Melampus armazenar todosas informações dos testes executados na platadorma,obtêm-se dois benefícios adicionais: (i) facilidadede armazenamento e recuperação dos dados; e(ii) possibilidade de aumento no desempenho dosclassi�cadores, uma vez que estes podem sertreinados novamente conforme a base de dados éenriquecida.

4.2 Arquitetura

Os módulos do Melampus estão organizados emcamadas no padrão MVC (Model-View-Controller),conforme mostra a Figura 5. Este padrãoarquitetural foi escolhido devido a este proverfacilidade para a criação de soluções altamente�exíveis e desacoplamento entre as tarefas deinteração com o usuário e as tarefas de processamentode dados (Curry and Grace; 2008).
Os módulos básicos que compõe o sistema propostosão: (i) Apresentação, permite a interação comos usuários do sistema; (ii) Segurança, garanteautenticação e autorização; (iii) Repositório de

dados, módulo responsável pelo armazenamento erecuperação de dados do sistema (imagens, dadosdos avaliados, resultados de avaliações, usuários);(iv) Processamento de imagens, responsável pela tarefade identi�car a ausência/presença dos itens daescala implementada através de classi�cadores deimagem; (v) Mensageria, responsável por atividadesque requerem o envio de mensagens aos usuários,
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tais como noti�cações ou e-mails; (vi) Avaliação,contém as regras que determinam osmodelos a seremutilizados durante o processamento da imagem paracada grupo especí�co, realizando também o cálculoe interpretação do escore �nal; (vii) Gerenciador
de modelos, responsável pelo gerenciamento dosmodelos de classi�cação aprendidos durante a fase detreinamento e pela execução de novos ciclos de treino;e (viii) Repositório de modelos, armazena e recupera osmodelos de classi�cação aprendidos.

5 Metodologia
Para Wazlawick (2014), um método é compostopor uma sequência de etapas necessárias para ademonstração de que um determinado objetivoproposto foi alcançado. Para o autor, se os passos dométodo forem executados, os resultados deverão serconvincentes. Wazlawick (2014) complementa que ométodo deve indicar quais ações serão desenvolvidas,tais como a construção de protótipos, tipos deexperimentos realizados e organização dos dados.O presente trabalho caracteriza-se por umapesquisa experimental, onde buscou-se implementaros módulos críticos do modelo proposto como meiode avaliar a sua viabilidade. Os autores entendem osmódulos de Avaliação e Processamento de imagenssão os mais importantes do modelo Melampus.Para que estes itens pudessem ser completamentefuncionais, fez-se necessário implementar tambémos módulos de Apresentação e Repositório demodelos.Para o protótipo, tomou-se o sistema de escalaspara avaliação do DFH propostas por de Oliveira(2013) como instrumento de triagem adotado. Aescolha se deve ao fato de que este se mostraaderente ao modelo proposto por apresentar umamaneira estática de avaliação do desenho baseadana presença/ausência de itens grá�cos. Para aconstrução dos classi�cadores de imagem, os autoresoptaram pelo uso de Redes Neurais Convolucionais(ConvNets).Sendo assim, os passos necessários para acondução do experimento foram (i) organizaçãoe uni�cação de bases de dados; (ii) treinamentodos classi�cadores de imagem necessários para aimplementação de um protótipo, (iii) construção deum protótipo que implementa os módulos críticosdo modelo Melampus; e (iv) coleta e avaliação demétricas obtidas a partir da execução do protótipoem laboratório.
5.1 Bases de dados

Os dados utilizados durante as fases de construçãoe avaliação do protótipo provêm de dois bancos dedados distintos, que em conjunto totalizam 804desenhos de crianças com idades entre 6 e 12 anosde ambos os sexos e residentes no Estado do RioGrande do Sul. Nestas bases, as crianças foramclassi�cadas em dois grupos: clínico e não clínico.O grupo clínico é composto por indivíduos que, aépoca da coleta dos dados, estavam em processo detratamento psicológico, enquanto que o grupo nãoclínico reúne indivíduos que não recebiam tratamentopsicológico, não frequentavam classes especiais, e

que foram indicados pelos professores como nãotendo problemas comportamentais signi�cativos.Uma das bases de dados pertence ao Laboratório deMensuração da Universidade Federal do Rio Grandedo Sul (UFRGS), e é composta por 606 desenhoscoletados entre os anos de 1984 e 1990. Metadedos desenhos pertence a crianças que compõe ogrupo clínico. O outro banco de dados utilizadoé composto por 198 desenhos coletados no ano de2005 pertencentes ao Grupo de Estudo, Aplicaçãoe Pesquisa em Avaliação Psicológica (GEAPAP)da UFRGS (Arteche; 2006). Ambas bases dedados também foram utilizadas por de Oliveira(2013) para o desenvolvimento de suas escalas deavaliação do DFH. Segundo Bandeira et al. (2012), odesempenho das crianças nos indicadores cognitivosdos desenhos coletados nos dois períodos nãoapresentam diferenças signi�cativas, sugerindo certaestabilidade na produção do desenho das criançasatravés do tempo.Antes da construção do protótipo, se fez necessárioa uni�cação das bases de dados de forma que fossepossível utiliza-las para treinar os classi�cadores deimagem. Todas as imagem (no formato de arquivoBMP) receberam então um identi�cador numérico.
5.2 Treinamento dos Classi�cadores de

Imagem

Para a construção do protótipo e avaliação do modelo,realizou-se o treinamento demodelos de classi�caçãocapazes de indicar a ausência/presença dos itens quecompõe algumas das escalas propostas por de Oliveira(2013). A escala selecionada foi a EC-DFH-F-9-12(Escala Clínica do Desenho da Figura Humana paraMeninas de 9 a 12 anos de idade) devido a esta ser aescala composta por menor número de itens dentreas quatro escalas disponíveis.Um dos desa�os encontrados durante a fasede treinamento dos classi�cadores foi o grandedesbalanceamento da base de dados. Para reduziro impacto deste fator no desempenho dos modelostreinados fez-se uso da técnica de atribuição depesos para as classes do problema (weighting), sendoesta uma opção nativa da API3 utilizada para osexperimentos. Assim como para Wang et al. (2015),devido a relativamente pequena base de dados optou-se pelo uso da técnica de dropout durante a fasede treinamento. Dropout consiste basicamente deum algoritmo para treinamento de redes neuraisque se baseia em estocasticamente "deixar defora"neurônios durante o treinamento com o objetivode evitar over�tting (Baldi and Sadowski; 2013).Witten and Frank (2005) de�nem over�tting como ofenômeno que acontece quando o modelo atinge bonsresultados quando executado para dados que compõea base de teste, mas não é capaz de repetir estesresultados para dados que nunca antes alimentaramo modelo.Para cada item que compõe a escala, foramtreinados cinco modelos diferentes de ConvNets,a�m de selecionar o modelo que apresentassemelhor desempenho. As arquiteturas adotadassão representadas na Figura 6. Estes modelos
3Application Programming Interface
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Tabela 2: Distribuição da amostra em relação a escala EC-DFH-F-9-12
Total Conjunto de

Treinamento (70%)
Conjunto de

Avaliação (20 %)
Conjunto de
Testes (10%)

Item Presença Ausência Presença Ausência Presença Ausência Presença Ausência
Linha Tremida 154 650 108 455 31 130 15 65
Linha Pesada 58 746 41 522 12 149 5 75
Di�culdade de Integração 41 763 29 534 8 153 4 76
Figura Baixa 143 661 100 463 29 132 14 66
Transparência 14 790 10 553 3 158 1 79
Adaptação do Cabelo 21 783 15 548 4 157 2 78
Penteado 303 501 212 351 61 100 30 50
Ênfase da Face 43 761 30 533 9 152 4 76
Boca Cortada 54 750 38 525 11 150 5 75
Dedos Juntos 253 551 177 386 51 110 25 55
Problemas de Representação de Roupa 280 524 196 367 56 105 28 52
Fonte: Elaborado pelos autores.

Figura 6: Arquitetura geral das ConvNets avaliadas

foram implementados através da API Keras4 paraPython5, que por sua vez que atua como umacamada de abstração para a biblioteca de deep learning
Tensor�ow6.A fase de treinamento foi composta por 50épocas. Durante esta fase também fez-se usoda técnica de data augumentation. Esta técnicaconsiste basicamente de aumentar o tamanho daamostra através da criação de réplicas ligeiramentemodi�cadas dos exemplos que compõe a base detreinamento. Segundo Krizhevsky et al. (2012), estaé a forma mais fácil e comum de evitar over�tting.
5.3 Protótipo

Para �ns de avaliação da viabilidade técnica doMelampus, construiu-se um protótipo compostopelos principais módulos do modelo: Apresentação,Avaliação, Processamento de Imagens e Repositóriode Modelos. A Figura 7 apresenta uma visão em

4https://keras.io/5https://www.python.org/6https://www.tensor�ow.org/

Figura 7: Arquitetura geral do protótipo

alto nível da arquitetura do protótipo desenvolvido,sendo este composto por um aplicativo mobile e um
webservice. O aplicativo e o servidor se comunicamatravés do protocolo REST (Representational State
Transfer). O aplicativo permite que os desenhosproduzidos pelos indivíduos avaliados sejamdigitalizadas através da câmera do dispositivo noqual este executa.Para a construção do aplicativo fez-se usodo framework de desenvolvimento mobile híbridoIonic7. Já o webservice foi escrito na linguagem
Python, fazendo uso das bibliotecas Keras e Flask8,responsáveis pelas tarefas de machine learning eexposição dos serviços REST, respectivamente. Todosos frameworks previamente citados são open source.
5.4 Métricas Avaliadas

Métricas de qualidade para classi�cadores sãoconstruídas a partir de matrizes de confusão(Sokolova et al.; 2006). Estas matrizes são estruturascompostas por quatro categorias de resultados:Verdadeiros Positivos (VP); Falsos Positivos (FP);Verdadeiros Negativos (VN) e Falsos Negativos (FN)(Davis and Goadrich; 2006). De acordo com Sokolovaet al. (2006), uma das métricas mais comumente
7https://ionicframework.com/8http://�ask.pocoo.org/
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utilizadas é a acurácia (ACU), sendo esta de�nidapela equação 1.

ACU = VP + VN
VP + FP + VN + FN (1)

Para Provost et al. (1998), examinar o desempenhode classi�cadores com base apenas na acurácia podeser enganoso. Os autores recomendam o uso decurvas ROC (Receiver Operator Characteristic) paraeste tipo de avaliação em classi�cadores binários.Segundo Castanho et al. (2004), o ideal é que aárea sob a curva ROC (Area Under Curve, ou AUC)seja próxima a 1, sendo que quando este valor épróximo a 0.5, diz-se que o classi�cador não é capazde diferenciar os dois grupos. Para se construir ográ�co ROC plota-se a especi�cidade no eixo dasordenadas e a sensibilidade no eixo das abscissas(Prati et al.; 2008). Sensibilidade e especi�cidadesão métricas que fornecem a probabilidade de queum modelo forneça resultados corretos ao classi�carpositivamente ou negativamente uma entrada, sendoestas duas medidas de�nidas pelas equações 2 e 3,respectivamente. (Castanho et al.; 2004).

sensibilidade = VP
VP + FN (2)

especi�cidade = VN
VN + FP (3)

Ante o exposto, os autores optaram por avaliar odesempenho dos classi�cadores treinados através decurvas ROC.

6 Resultados
Esta seção descreve os resultados obtidos. A subseção5.1 detém-se a analisar o desempenho dos modelosde ConvNets propostos na seção de Metodologia e asubseção 5.2 apresenta um parecer dos autores sobrea viabilidade do protótipo desenvolvido com base nomodelo Melampus.
6.1 Desempenho dos Modelos de ConvNets

Avaliados

Na Tabela 3 são apresentados os valores de AUCreferentes aos cinco modelos de ConvNets propostos.Em cada linha destacam-se em verde e vermelho osmelhores e os piores resultados obtidos para cadaitem, respectivamente.Para Swets et al. (2000), valores de AUC superioresa 0.9 são considerados resultados excelentes,enquanto que valores compreendidos na faixa entre0.9 e 0.8 podem ser interpretados como bonsresultados. Para os mesmos autores, valores entre0.8 e 0.7 são apenas razoáveis, e valores abaixode 0.7 representam baixa performance. Porém,Youngstrom (2014) pondera que apesar destesvalores provavelmente serem adequados para oscampos da engenharia e biomedicina, estes sãomenos representativos no contexto do diagnóstico

psicológico. Na prática, segundo Youngstrom (2014),muitos dos melhores instrumentos de diagnósticopossuem AUC entre 0.7 e 0.8 em condições clínicasrealistas. Considerando-se então esta perspectiva,observa-se que para cinco itens da escala foi possívelobter classi�cadores com boa AUC.
Com exceção do item "Adaptação do Cabelo",os melhores resultados foram apresentados pelosmodelos 3, 4 e 5, sendo estes modelos de ConvNetsmais complexos quando comparados aos modelos 1e 2. Apesar disto, não é possível a�rmar que houveuma relação direta entre a complexidade do modeloe sua performance nos cenários propostos, uma vezque o modelo de ConvNet que demonstrou melhorperformance em um maior número de cenários nãofoi necessariamente o modelo com mais camadas.
Um dos fatores que possivelmente teve in�uênciana baixa performance dos modelos para certos itensfoi o tamanho da base de dados disponível. SegundoSermanet et al. (2014), a principal desvantagem dasConvNets é a grande quantidade de dados geralmenterequerida para o treinamento dos modelos. Estudosque obtiveram bons resultados utilizando-se deConvNets para a geração de classi�cadores deimagens tem utilizado grandes bases, tais como aCIFAR10 (60.000 imagens), MNIST (70.000 imagens)e ImageNet 2012 (1.2 milhões de imagens) (CireşAnet al.; 2012; Sermanet et al.; 2014). SegundoGoodfellow et al. (2016), uma das soluções maisefetivas para aumentar a performance de umaConvNet é coletar mais dados e treiná-la novamente.
O grande desbalanceamento da base de dadostambém pode ter ter afetado o desempenho dosmodelos. Apesar de ter-se utilizado as técnicasde weighting e data augmentation, ainda há apossibilidade de que este fator tenha in�uenciadonos resultados obtidos, principalmente para itensonde o desbalanceamento foi mais acentuado,como "Transparência", "Adaptação do Cabelo"e"Di�culdade de Integração". Em se tratandoespeci�camente do item "Transparência", sendo esteo item com maior desbalanceamento nos dados (paracada exemplo positivo existem cerca de 56 exemplosnegativos), observa-se que um dos modelos testadosapresentou AUC de aproximadamente 0.89 enquantoos demais modelos apresentaram desempenho muitoruim. Acredita-se que o pequeno número deexemplos positivos no conjunto de teste possa terdistorcido o valor de AUC, e devido a isto sugere-seque a ser necessário avaliar este modelo com maiornúmero de exemplos positivos no conjunto de teste.
Além dos fatores previamente citados, os autorespensam ser relevante para o entendimento dosresultados levar em consideração a complexidadedos padrões de imagem que representam cadaum dos itens da escala clínica. Dentre os itensque compõe as escalas clínicas propostas porde Oliveira (2013), entende-se que existem aquelespodem ser interpretados como padrões de maior oumenor complexidade computacional. Itens como"Figura Pequena"e "Linha Pesada"são conceitoscomputacionalmente menos complexos do que itenscomo "Adaptação do Cabelo"e "Penteado", umavez que estes últimos representam conceitos maisabstratos e podem ser expressos por um númeromuito maior de variações grá�cas.
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Tabela 3: Resultados obtidos após treinamento das Convnets propostas
Item Modelo 1 Modelo 2 Modelo 3 Modelo 4 Modelo 5
Penteado 0,504106 0,609649 0,529586 0,640442 0,640895
Problemas de Representação de Roupa 0,456624 0,657801 0,700038 0,361955 0,544453
Figura Baixa 0,810425 0,892019 0,949811 0,919847 0,912343
Linha Tremida 0,431795 0,464615 0,552821 0,336923 0,470769
Dedos Juntos 0,514909 0,494545 0,677091 0,493818 0,503636
Transparência 0,500000 0,101266 0,126582 0,886076 0,126582
Adaptação do Cabelo 0,500000 0,500000 0,365385 0,500000 0,275641
Boca Cortada 0,536000 0,500000 0,562667 0,557333 0,640000
Di�culdade de Integração 0,414474 0,457237 0,618421 0,552632 0,588816
Ênfase da Face 0,470395 0,473684 0,592105 0,500000 0,884868
Linha Pesada 0,781333 0,408000 0,528000 0,816000 0,372000
Fonte: Elaborado pelos autores.

(a) Tela inicial: permite a execução a avaliação dodesenho digitalizado através da câmera. (b)Resultado positivo de uma avaliação. (c) Resultadonegativo de uma avaliação. (d) Tela de instruçõessobre uso do aplicativo. (e) Tela de informaçõessobre o aplicativo.
Figura 8: Principais telas do aplicativo

6.2 Protótipo Desenvolvido

Em relação ao protótipo construido, con�rmou-se aviabilidade técnica da implementação do Melampuscomo um aplicativo para smartphones. Na Figura 8são apresentadas as principais telas do aplicativodesenvolvido.
Através do protótipo, foi possível fazer a integraçãodos dados coletados através do aplicativo com oservidor responsável pelas tarefas de computaçãointensiva das imagens através das ConvNets e cálculodo escore �nal da triagem. Pontua-se também queos autores entendem que a possibilidade de uso dacâmera do dispositivo como meio de digitalização dos

desenhos facilita o processo de upload das imagens eagiliza o processo. Porém, percebe-se que a utilizaçãoda câmera requer alguns cuidados para a capturada imagem, tais como a disponibilidade de boascondições de iluminação e o correto enquadramentoda �gura.

7 Conclusão
O objetivo deste trabalho foi apresentar o modeloMelampus, uma ferramenta de apoio ao processo detriagem psicológica infatil que faz uso de deep learningpara a avaliação automática de testes de expressãográ�ca.
O modelo foi avaliado através da implementaçãode um protótipo, fazendo uso de um sistema deescalas para a avaliação do teste do Desenho daFigura Humana. Para a geração dos classi�cadores deimagem, utilizou-se Redes Neurais Convolucionaistreinadas em uma base composta por desenhospreviamente coletados.
Os resultados mostram que houveram modelos deConvNet treinados que obtiveram bom desempenhono conjunto de testes para certos itens da escalaclínica. Porém, os autores reconhecem quemais esforços se fazem necessários em função deobter melhores resultados onde o desempenho foiinesperado.
Além do tamanho relativamente pequeno da basede dados disponível, outra limitação deste trabalhofoi o fato de que, devido a questões éticas e legais, oprotótipo desenvolvido não pode ser avaliado em umcontexto real de triagem psicológica. Cabe ressaltartambém que a viabilidade do Melampus comoferramenta de triagem psicológica está diretamenterelacionada ao instrumento de avaliação psicológicaselecionado para compor a sua implementação. Sendoassim, o Melampus não poderá ser reconhecido comoum instrumento de triagem válido caso o métodode avaliação do teste de expressão selecionado nãopossuir validade clínica adequada.
Os autores entendem que o Melampus se mostraum modelo viável, porém mais estudos serãonecessários para que as implementações baseadasneste recebam parecer favorável das entidadesreguladoras de testes psicológicos.
Sugere-se como continuidade desta pesquisa:aumentar o banco de imagens utilizado através da
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coleta de novos desenhos ou fusão com outras basespreexistentes; treinar e avaliar outros modelos deConvNet; identi�car demais sistemas de triagempsicológica aderentes a proposta do Melampus;realizar testes de aceitação do modelo através doprotótipo desenvolvido e de instrumentos como oTAM (Technology Acceptance Model).
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