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Abstract

While mental health related issues usually began in childhood or adolescence, only a small portion of this
population receives proper diagnosis and treatment. In part, this scenario is caused due the lack of specialized
tools for mental disorders screening, mainly those which reduce cost and time needed. Recently, authors
have been analyzing how machine learning could help to build new psychological assessment tools. However,
only few researches proposed building specialized tools for groups composed mostly of children. This work
aims to propose a model which combines clinical tests and deep learning for supporting child psychological
screening. Results suggested that deep learning tools may fit the intended scenario, once the classification
models tested performed well even with a small sample size.
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Resumo

Embora problemas relacionados a satide mental usualmente tenham inicio durante a infancia ou adolescéncia,
apenas uma pequena parcela desta popula¢do recebe diagnéstico e tratamento adequado. Uma das causas
para a baixa taxa de identificacdo de desordens mentais é a falta de instrumentos especializados nesta tarefa,
especialmente ferramentas que reduzam o custo e o tempo necessario para a execucdo de processos de triagem
psicolégica. Na literatura recente, muitos autores vém analisando como o aprendizado de maquina pode
contribuir para a construc¢do de instrumentos de avalia¢do psicolégica, contudo poucas pesquisas se propéem
a construir ferramentas validas para grupos compostos majoritariamente por criancas. O presente trabalho
propde um modelo de ferramenta para apoio a triagem psicoldgica infantil baseada em testes clinicos e
deep learning. Tal modelo foi avaliado através de uma implementagdo que combina o uso de Redes Neurais
Convolucionais e um sistema de escalas clinicas para avaliacdo do Desenho da Figura Humana. Os resultados
apresentados pelos modelos de classificagdo treinados demonstraram bons indices de acerto considerando-se
a pequena amostra disponivel, o que sugere que ferramentas de deep learning podem ser adequadas para o
cenario proposto.

Palavras-Chave: Convolutional Neural Networks; Triagem Psicoldgica; Deep Learning; Desenho da Figura Humana
- DFH

1 Introducao Health Organization; 2017). Afirma-se também
que sintomas destas desordens costumam afetar o

desempenho dos individuos durante a vida adulta

Evid@:ncias mostram que a maior parte dos problemas  (Falissard; 2016). Apesar da estimativa da OMS de
relacionados a saude mental inicia-se na infancia ou  que entre 10% e 20% das criancas e adolescentes

adolescéncia (Mental Health Foundation; 2016; World
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possuem algum tipo de desordem mental (World
Health Organization; 2017), apenas uma pequena
parcela desta populagdo é diagnosticada e recebe
tratamento adequado em idade precoce (Anxiety and
Depression Association of America; 2017; Murphy
and Fonagy; 2013; Rice et al.; 2017; World Health
Organization; 2013).

No contexto brasileiro, apesar dos avangos na area
de testagem psicoldgica, percebe-se que ha caréncia
de instrumentos que atendam as necessidades
dos profissionais de saide responsaveis pelos
processos avaliativos (Popi et al.; 2016). Segundo
0s mesmos autores, o aumento da demanda por
atendimentos multiprofissionais e a necessidade
da reducao do tempo e custo dos atendimentos
suportam a utilizacdo de instrumentos de triagem
psicolégica, sendo este um meio de selecionar
possiveis candidatos a avalia¢es completas, evitando
assim o desgaste desnecessario dos envolvidos.
Esforcos empreendidos por de Oliveira (2013) e
Viapiana et al. (2016) vem de encontro a necessidade
de fornecer um maior portfélio de opgbes para o
exercicio da triagem clinica. Estes autores buscam
suportar, adaptar e/ou coletar evidéncias de validade
acerca do teste do Desenho da Figura Humana (DFH)
voltado especificamente para a populacdo infantil.

Na literatura recente, percebe-se crescente
interesse no emprego de aprendizado de mdquina, ou
machine learning, para a construcao de instrumentos
de avaliac¢do clinica (Seixas et al.; 2014; Jiménez-
Serrano et al.; 2015; Carpenter et al.; 2016; Kim
et al.; 2017; Zhu et al.; 2017; Hilbert et al;
2017). Luxton (2014) acredita que aplicagdes que
empregam aprendizado de maquina para a realizagdo
de psicodiagnéstico podem ser mais eficientes
e sofisticadas em relacdo aos métodos comuns.
Segundo o autor, isto se deve a capacidade de
processamento de dados complexos, customizacado e
reducdo da incerteza provida por este tipo de técnica.

Dentre as disciplinas de aprendizado de maquina
mais promissoras, esta o deep learning, que, segundo
LeCun et al. (2015), esta fazendo grandes avangos na
resolucao de problemas que resistiram por anos aos
melhores esfor¢os empreendidos pela comunidade
cientifica. Apesar disto, até o presente momento
poucos trabalhos tém utilizado esta técnica aplicada
a psicologia clinica.

O presente trabalho apresenta um modelo que, no
contexto da triagem psicoldgica infatil, se propde a
realizar a avaliagdo automatica de testes de expressao
grafica através do uso de deep learning. Para isto
desenvolveu-se uma pesquisa experimental, na
qual construiu-se um protoétipo para a avaliacdo e
validagdo dos componentes criticos do modelo.

Este estudo esta alinhado ao quarto objetivo do
plano de ac¢do para a saude mental criado pela
OMS para os anos 2013-2020, objetivo este que
incentiva a busca pelo fortalecimento dos sistemas
de informacdo, evidéncias e pesquisa para a satde
mental (World Health Organization; 2013).

O trabalho estd estruturado da seguinte forma: A
secdo 2 trata da fundamentacdo tedrica e apresentacdo
de conceitos relevantes para o estudo. Na secao
3 sdo apresentados alguns trabalhos relacionados.
0 modelo proposto é detalhado na secdo 4. A
secdo 5 destina-se a metodologia adotada. A sexta
secdo é reservada para a apresentacdo dos resultados.

A Ultima secdo destina-se as consideragdes finais,
contribuicdes e trabalhos futuros.

2 Fundamentac¢do Teorica

Esta secdo apresenta os conceitos-chave para a
concepcao do modelo Melampus. A primeira subcao
apresenta o Desenho da Figura Humana como
instrumento de psicodiagnéstico através de expressdo
grafica. Ja a segunda subsecdo apresenta uma visdo
geral sobre Redes Neurais Convolucionais como uma
ferramenta de deep learning.

2.1 Desenho da Figura Humana

Segundo Gauy and Guimarades (2006), um dos motivos
pelos quais muitas crian¢as nao recebem tratamento
é a avaliacdo inadequada ou a ndo avalia¢do dos
comportamentos problematicos. Segundo o mesmo
autor, avaliar transtornos na infancia é uma tarefa
complexa, devido principalmente as dificuldades
de expressdo verbal e reconhecimento das proprias
emocoes por parte da crianca.

Avaliacoes psicoldgicas sdo geralmente conduzidas
no formato de entrevistas ou através de inventarios
(Muller and Erford; 2012). Profissionais e
pesquisadores da drea da saide mental que
trabalham com criancas acreditam que a arte como
técnica de expressdo grafica também pode ser uma
ferramenta util para acessar aspectos psicoldgicos
e emocionais dos pacientes, especialmente quando
a comunicacao falha (Hammond and Gantt; 1998;
Gabriels et al.; 2000; Rollins; 2005).

Dentre os testes de expressdo grafica mais
conhecidos e utilizados na psicologia clinica brasileira
esta o Desenho da Figura Humana (DFH) (Saur et al.;
2010). Abrangente, simples e barato (Hutz and
Bandeira; 1995); o DFH ¢é aplicado geralmente em
criancgas (Borsa and Bauermann; 2013).

Entendendo que a avalia¢do psicoldgica deve
contar com diferentes técnicas e instrumentos
além dos ja padronizados, Borsa and Bauermann
(2013) consideram que o DFH pode contribuir
significativamente para o psicodiagndstico,
permitindo a crianga expressar de forma livre
e nao controlada as emogdes que permeiam seus
comportamentos. Na Figura 1 é apresentado um
exemplo de DFH produzido por uma crianca.

Segundo Hutz and Bandeira (1995) e Viapiana
et al. (2016), estudos com o DFH para diagnéstico de
problemas emocionais empregam diferentes formas
de avaliagdo dos desenhos, distinguindo-se em trés
estratégias de andlise: a) aspectos globais; b) aspectos
estruturais, como tamanho da figura e localiza¢ao na
pagina; e c) itens especificos, tais como presenca
ou auséncia de elementos como cabeca, bracos, etc.
Atualmente, apenas dois sistemas de avaliacdao do
DFH estdo aprovados pelo SATEPSI !, ambos voltados
a avaliagdo da maturagdo cognitiva das criangas.
Porém, diversos sistemas tém sido propostos por
pesquisadores da area (de Oliveira; 2013; Arteche;
2006; Viapiana et al.; 2016).

1Sistema de avaliagdo de testes psicolégicos desenvolvido pelo
Conselho Federal de Psicologia (CFP).
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Figura 1: DFH produzido por uma crianca

Em seu trabalho, de Oliveira (2013) propode
construir escalas clinicas do DFH para criangas de 6
a 12 anos de idade, sendo o objetivo destas identificar
a necessidade (ou ndo) de uma avaliagdo psicoldgica
mais completa. O autor parte da premissa de que, de
acordo com estudos brasileiros, o DFH parece servir
mais como um indicador da existéncia problemas
psicolégicos do que um método de diagnostico para
um tipo de problema especifico. Os resultados
desta pesquisa indicam que as escalas apresentam
adequada capacidade de discriminar grupos e validade
para indicacdo de uma avaliacdo psicologica. O
método de avaliacdo sugerido pelo autor consiste
basicamente na andlise de itens especificos do DFH,
tais como presenca de linhas tremidas ou pesadas no
desenho. A presenca ou auséncia de cada um destes
itens é atribuida um peso, que quando somado com os
pesos referentes aos demais itens determina o escore
final. Este escore pode ser interpretado como um dos
seguintes resultados: (i) Indicadores insuficientes
para uma avalia¢do psicolégica; (ii) Indicacdo de
uma entrevista/observacao; (iii) Indicacao de uma
avaliacdo psicologica; (iv) Necessidade de uma
avaliagdo psicoldgica; e (v) Fortes indicadores para
uma avalia¢do psicoldgica. Os itens analisados variam
conforme o grupo amostral ao qual o individuo
testado pertence, sendo que (de Oliveira; 2013)
determina escalas para quatro grupos que variam
em género e idade (criangas mais jovens [6 a 8 anos]
e criancas mais velhas [9 a 12 anos]).

2.2 Deep Learning e Redes Neurais
Convolucionais
Por muito tempo, desenvolver sistemas de

aprendizado de mdquina significou construir
também um extrator de aspectos (features) capaz
de transformar dados brutos; tal como pixels de
uma imagem, em representacdes internas adequadas

Completamente
conectada

Convolugdo  Pooling  Convolugdo  Pooling

Entrada

________________________________

Extragdo de Features Classificagdo

Figura 2: Exemplo de uma rede neural convolucional
e suas diferentes camadas

para servirem de entrada para um método de
aprendizado (LeCun et al.; 2015). Este processo
requer consideravel conhecimento do dominio no
qual o agente devera atuar (LeCun et al.; 2015).

0 aprendizado de representacdo, ou representation
learning, é um conjunto de métodos que permitem
a detecgdo automatica de features necessarias para
a execucao de procedimentos de classificagdao ou
deteccdo (LeCun et al.; 2015). Para Goodfellow et al.
(2016), estas representacoes aprendidas geralmente
apresentam performance superior a obtida através de
métodos convencionais de selecdo de features.

0 aprendizado de representacao, ou representation
learning, é um conjunto de métodos que permitem
a detecgdo automatica de features necessarias para
a execucao de procedimentos de classificagdao ou
deteccdo (LeCun et al.; 2015). Para Goodfellow et al.
(2016), estas representacoes aprendidas geralmente
apresentam performance superior a obtida através de
métodos convencionais de selecdo de features.

Um dos modelos que tém apresentado grande
sucesso na deteccdo, segmentacdo e reconhecimento
de objeto e regides em imagens sao as Convolutional
Neural Networks (CNNs ou ConvNets) (LeCun et al.;
2015). Segundo LeCun et al. (2015), as ConvNets
sdao projetadas para processar dados na forma
de miltiplos vetores e seguem trés principios
arquiteturais para garantir invaridncia espacial:
campos receptivos locais (local receptive fields),
compartilhamento de pesos (shared weights) e
subamostragem espacial (spatial subsampling) (Noda
et al.; 2014). Na Figura 2 é apresentada a arquitetura
geral de uma ConvNet para a classificacdo de imagens.

Em uma ConvNet, o objetivo da convolugdo é
extrair features da camada anterior (LeCun et al.;
2015). No caso de imagens, esta operagao preserva
a relacdo espacial entre os pixels através do
aprendizado de features utilizando pequenos quadros
dos dados de entrada (LeCun et al.; 1998). A operagao
de convolugdo é representada na Figura 3. Diferentes
kernels produzem diferentes saidas sobre o mesmo
dado de entrada (LeCun et al.; 2010). Durante
a fase de treinamento, as ConvNets sdo capazes
de aprender os valores dos kernels, embora seja
necessario especificar uma série de parametros, tais
quais o nimero e tamanho dos kernels (Vargas et al.;
2016).

Segundo Vargas et al. (2016), é comum apés a
camada de convolugao aplicar uma funcao de ativacao,
sendo que normalmente esta funcdo apresenta algum
grau de nao-linearidade. Segundo os autores, esta
ndo-linearidade permite que as categorias de saida
sejam linearmente separaveis.

As camadas de pooling juntam semanticamente
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Figura 3: Processo de convolugdo

features semelhantes em uma unica feature (LeCun
et al.; 2015). Ainda segundo os mesmos autores,
uma unidade de pooling tipicamente computa os
maximos locais das entradas recebidas. Para LeCun
et al. (1998), esta etapa é a responsavel pela reducao
da precisao espacial, permitindo que o resultado
da classificacdo seja menos sensivel a diferentes
posicionamentos e distor¢des em imagens.

Através de uma camada totalmente conectada, as
features identificadas alimentam um classificador
capaz de relacionar estas informacoes com as classes
de resposta (Vargas et al.; 2016). Em seu trabalho,
CiresAn et al. (2012) utilizam a func¢do de ativacao
softmax nesta ultima camada, pois a saida pode ser
interpretada como a probabilidade da imagem de
entrada pertencer a uma das classes desejadas.

Diferentes arquiteturas repetem e combinam
camadas de pooling e convolugao. Por exemplo,
enquanto a LeNet-5 possui duas camadas de
convolucdo seguidas de pooling, seguidas novamente
de uma camada de pooling LeCun et al. (1998),
a GoogleNet possui cinco camadas de convolugao
seguidas de pooling (Szegedy et al.; 2015) .

3 Trabalhos Relacionados

Diversos trabalhos tem explorado o uso de
ferramentas computacionais no ambito da avaliacdo
psicolégica. Zhu et al. (2017) propde o uso de
ConvNets na constru¢do de um sistema para
diagnéstico de depressdo baseado na analise de
expressoes faciais em videos. Os autores empregam
duas ConvNets; uma para classificacdo da aparéncia e
outra para as dindamicas faciais. O grau de depressdo
é determinado por uma camada de integragdo
que combina o resultado dos dois modelos. Em
comparacdo a outros sistemas de diagndstico que
apoiam-se apenas na analise visual dos videos e
que foram treinados nas mesmas bases de dados,
os autores concluem que a abordagem proposta
apresentou desempenho superior. Sugere-se que
analisar também o audio presente nos videos pode
incrementar o desempenho do obtido.

Partindo da premissa de que o uso do espago em
desenhos feitos a mao pode revelar informacdes tteis
sobre o individuo que o desenhou, in Kim, Han and Oh
(2012) propde um sistema que, baseado em modelos
de regressdo, seja capaz de analisar esta caracteristica
em artefatos de arte bidimensional. A vantagem
fornecida pelo sistema é a reducdo da subjetividade e
do erro humano na andlise quantitativa desta variavel.
A avaliacdo do sistema construido se deu através de
sua aplicac¢do na avaliacdo do nivel de deméncia em
uma populacdo formada por individuos idosos. Os
resultados demostraram que o uso de espago nos
desenhos esta significantemente relacionado ao nivel
de deméncia dos individuos da amostra.

Aplicando técnicas de machine learning sobre
dados previamente coletados, Carpenter et al. (2016)
desenvolveram um sistema capaz de identificar
criangas sob risco de desenvolver transtornos de
ansiedade. A analise dos resultados demostra que
o sistema classificou corretamente os individuos
em 96% dos casos. O instrumento de avaliacdo
psicolégica utilizado foi o PAPA, que consiste
basicamente de uma ferramenta para a analise de
informacgdes obtidas através de entrevistas com os
pais de criangas com idades entre 2 e 5 anos. Apesar
de os autores terem utilizado ADTrees como método
de classificacdao dos dados, estes sugerem que outros
algoritmos podem ser utilizados e que estes podem
inclusive produzir resultados superiores.

Em seu trabalho, Seixas et al. (2014) propode
um modelo baseado em Redes Baysianas
para o diagnéstico de Alzheimer, demeéncia e
comprometimento cognitivo leve. O conjunto de
dados utilizado para o treinamento do modelo é
composto basicamente de dados demograficos e
resultados de testes neuropsicoldgicos dos individuos
que compoOe a amostra. Os autores se apoiam na
premissa de que Redes Baysianas sdao adequadas para
a representac¢do de incerteza e causalidade, ambos
elementos presentes no diagndstico clinico. Por
fim, os resultados demostram que o modelo atingiu
desempenho superior quando comparado a outros
classificadores conhecidos.

O trabalho de Jiménez-Serrano et al. (2015)
possui dois objetivos: (i) desenvolver um modelo
para a deteccio de depressdo pds-parto durante
a primeira semana apos o nascimento da crianca
e (ii) baseado no modelo criado, desenvolver uma
aplicagdo mobile para mdes que recém deram
a luz e clinicos que desejam monitora-las. A
ferramenta utilizada para o diagnéstico da desordem
foi o Edinburgh Postnatal Depression Scale (EPDS),
um questionario composto por perguntas de facil
entendimento. Com base nos resultados do
EPDS e dados demograficos e socioecondmicos
de cada individuo, foram experimentados quatro
classificadores: Naive Bayes, Logistic Regression, SVM,
e RNA. Para os autores, o desempenho do classificador
é determinado pela relacdo entre sensitividade e
especificidade, e com base nisto, Naive Bayes foi o
método que apresentou melhor desempenho.

Hilbert et al. (2017) utilizam técnicas de machine
learning para classificar individuos em trés diferentes
grupos: portadores de depressdo, portadores de
ansiedade generalizada e individuos ndo portadores
de desordens mentais. Os dados coletados da amostra
foram respostas de questiondrios clinicos, niveis de
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Tabela 1: Pesquisas anteriores em avaliagdo psicolégica com apoio de instrumentos de computacio

Amostra

Técnica Comp ional Método de diagndstico Desordem testada Faixa etdria Pais Tamanho
in Kim, Han and Oh ~Processamento Expressao Grafica: Deméncia Idosos Coréia do Sul 145
(2012) grafico / Modelagem  PPAT/FEATS
estatistica
Seixas et al. (2014) Aprendizado de  Dados demograficos / Testes Deméncia / Alzheimer/ Idosos EUA/Brasil 3.145
mdquina neuropsicolégicos Comprometimento cognitivo
leve
Jiménez-Serrano et al. Aprendizado de EPDS Depressao pos-parto Adultos Espanha 1.397
(2015) méquina
Carpenter et al. (2016)  Aprendizado de PAPA Ansiedade Criangas EUA 1.224
méquina
Zhu et al. (2017) Deep Learning Expressdbes e dinamicas Depressao Adultos Alemanha 292
faciais / Video
Hilbert et al. (2017) Aprendizado de Questiondrios / Niveis Depressio / Ansiedade Adultos Alemanha 57
méquina de cortisol / Ressonincia Generalizada
Magnética
Presente Trabalho Deep Learning DFH Triagem psicoldgica Criangas Brasil 804

Fonte: Elaborado pelos autores.

cortisol e volumes de massa cinzenta e branca. Estas
informagdes foram analisadas tanto de forma isolada
quanto combinada. O algoritmo de classificacao
utilizado foi o SVM, com o qual foi possivel obter
90,10% de precisdo ao determinar de se um individuo
é saudavel ou ndo. Determinar se o individuo possui
depressao ou ansiedade generalizada se mostrou uma
tarefa mais complexa, sendo que a precisdo maxima
alcancgada foi de 67,46%.

Na Tabela 1 é apresentada uma comparac¢io
entre as principais caracteristicas dos trabalhos
anteriormente citados e a abordagem adotada no
presente trabalho. Ante o exposto, percebe-se que
a maior parte dos trabalhos analisados fazem uso
de técnicas de machine learning para a elaboragdo de
modelos preditivos.

Em uma andlise mais generalista da producio
cientifica com foco na avaliacdo psicoldgica
computadorizada, percebe-se que a grande maioria
dos modelos preditivos construidos utilizam
dados provenientes de exames bioquimicos, EEGs
(eletroencefalogramas) e ressondncias magnéticas
(Hosseinifard et al.; 2013; Foland-Ross et al.; 2015;
Patel et al.; 2015; Jiang et al.; 2016; Shim et al.; 2016;

Li et al.; 2016; Hilbert et al.; 2017; Zheng et al.; 2017).

Apenas um dos trabalhos encontrados pelos autores
empregou testes baseados em producdo de desenhos
como ferramenta de psicodiagnéstico (in Kim, Kang,
Chung and joo Hong; 2012). Destaca-se também que
que a populagdo infanto-juvenil foi o foco de apenas
dois trabalhos encontrados (Carpenter et al.; 2016;
Foland-Ross et al.; 2015).

Ante o exposto, os autores entendem que a
abordagem proposta no presente trabalho ainda
nao foi explorada na literatura, ndao havendo ainda
um modelo que, no contexto do psicodiagndstico,
buscasse combinar técnicas de deep learning com
qualquer modalidade de teste baseado em expressao
grafica.

4 Modelo Proposto

O Melampus? é uma ferramenta modelada para atuar
como apoio ao processo de triagem psicoldgica de
criancas. O objetivo desta ferramenta é identificar em
uma populacdo de interesse quais sdo os individuos
que demonstram maior propensao a apresentar

2Adivinho e curandeiro da mitologia grega

problemas psiquicos, permitindo aos profissionais
de saude mental conduzir interven¢bes menos
extensivas em grandes grupos de pessoas.

O Melampus automatiza a analise de testes de
expressdo grafica que utilizam a analise estdtica
do desenho produzido e possuem um sistema de
escalas bem definidas para a avaliacdo dos itens
que as compde, tal qual o método proposto por
de Oliveira (2013) para o DFH. Para tal andlise, o
modelo sugere o treinamento de classificadores de
imagem especializados na avaliacdo de tais itens.

Por oferecer avaliacao automatizada e padronizada
dos desenhos, o Melampus permite que a triagem
seja passivel de aplicacdo por pessoas com pouco
ou nenhum treinamento em psicodiagndstico. Esta
caracteristica aumenta significantemente o niimero
de individuos capazes de aplicar a ferramenta em
grandes grupos, uma vez que se torna possivel que
profissionais que tradicionalmente possuem contato
com criangas, tais como educadores e assistentes
sociais, se tornem agentes de triagem.

Por fim, destaca-se que o Melampus ndo objetiva
identificar a natureza especifica dos problemas
apresentados pelos individuos testados, muito menos
substituir o profissional de satide mental no processo
de diagnéstico clinico, uma vez que somente este pode
oferecer um parecer oficial sobre cada caso. Além
disto, por ser um modelo genérico, admite-se que
possam ser construidos diferentes implementacoes
deste, com diferentes testes de expressdo grafica ou
mesmo ferrametas de deep learning, desde que estes
atendam as necessidades do modelo.

4.1 Decisoes de Projeto

O processo de triagem proposto pelo Melampus
envolve a acdo de quatro agentes:

- Melampus: sistema responsavel pela avalia¢do
automatica do desenho. Recebe como dados de
entrada o desenho produzido, idade e género do
avaliado. A saida produzida serd o resultado da
avaliacdo e instrucdo associada a este resultado;

- Aplicador do Teste: responsavel por conduzir o
teste e fornecer os materiais e instrugoes para a sua
execucao. Alimenta o Melampus com as entradas
necessdarias para entdo obter um resultado. O
aplicador ndao precisa ser necessariamente um
especialista em psicodiagndstico;

- Avaliado: no contexto proposto, o avaliado é a
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Figura 4: Etapas do processo de triagem no modelo
proposto

crianga submetida ao processo de triagem,;

- Especialista: profissional de saide mental com
expertise na avaliacdo do teste. O especialista
é acionado sempre que o sistema ndo pode
determinar o resultado final com grau satisfatorio
de certeza.

AFigura /4 ilustra as quatro etapas que comp0de este
processo, sendo que a primeira destas acontece sem a
intervencao da ferramenta. Nesta etapa, o aplicador
deve instruir, fornecer os materiais necessarios
(folha, lapis e borracha), e acompanhar o avaliado
durante a realizacdo do teste. Apods a conclusdo
deste, o aplicador deve coletar o desenho produzido,
e demais dados necessarios para a analise.

A segunda etapa consiste na digitalizacdo e
submissdo do desenho produzido para a andlise
da ferramenta. Além do arquivo de imagem, sera
necessario informar os demais dados coletados
durante a etapa 1. Todo acesso a ferramenta
deve ser autenticado, a fim de garantir que
apenas usuarios com permissdo tenham acesso aos
resultados emitidos pelo sistema e aos dados dos
individuos testados.

Na etapa 3, o sistema armazenara os dados
recebidos em sua base de conhecimento e em
seguida, a imagem é processada por classificadores
previamente treinados, que identificam a presenca ou
auséncia dos itens que compde o sistema de escalas
implementado. Estes classificadores retornarao
um valor entre 0 e 1, onde 0 indica auséncia
do item e 1 indica a presenca deste. Para cada
um dos classificadores havera um ponto de corte
previamente parametrizado que determina se aquele

valor representa a presenca ou auséncia do item.

Além do ponto de corte, sera parametrizado também
uma margem de erro para cada item. A margem
determina um intervalo para mais ou para menos
onde o resultado emitido pelo classificador sera
considerado inconclusivo. Por exemplo, para um
determinado item A, com ponto de corte igual a 0.75
e margem de erro de 0.05, resultados maiores ou
iguais a 0.80 representam a presenca do item, valores
inferiores ou iguais a 0.70 indicam auséncia do item,
e resultados entre 0.70 e 0.80 sdo inconclusivos.
Antes de retornar o resultado para o aplicador, o

| Apresentagdo |
© | Avaliacdo | | Mensageria |
£
o
B
3 | 1
o | ]
1 Processamento de imagens Gerenciador de modelos |
I 1
I 1
_________________ )
; 1
o 1 e
| Repositorio de dados | 1 Repositério de modelos | :
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D Model D View D Controller l_I Aprendizado de maquina D Componentes globais

Figura 5: Arquitetura do modelo proposto

Melampus verificara se existe confianc¢a suficiente
ou ndo para tal acdo. Para isso, o sistema
verificara se existem classificadores que tenham
produzido resultados inconclusivos e que por sua vez
devam ser entdo desconsiderados na composicao do
resultado final. Analisa-se entdo se estes resultados
inconclusivos afetam de alguma forma no resultado
final obtido. Em casos negativos, o resultado final
da avaliacdo é apresentado ao avaliador e o processo
é encerrado. Em casos negativos, a etapa quatro do
processo é iniciada.

Na quarta etapa, o especialista é notificado de que
o sistema precisa de apoio humano para avaliar um
teste. O especialista entdo acessa a plataforma e avalia
os itens o desenho. Ap6s a submissdo da analise, o
resultado é enviado para o avaliador e o armazenado
na base de dados do Melampus. Observa-se que toda a
quarta etapa representa uma comunicag¢do assincrona
entre a ferramenta, o aplicador e o especialista.

Devido ao fato de o Melampus armazenar todos
as informacodes dos testes executados na platadorma,
obtém-se dois beneficios adicionais: (i) facilidade
de armazenamento e recuperacao dos dados; e
(ii) possibilidade de aumento no desempenho dos
classificadores, uma vez que estes podem ser
treinados novamente conforme a base de dados é
enriquecida.

4.2 Arquitetura

Os modulos do Melampus estdo organizados em
camadas no padrao MVC (Model-View-Controller),
conforme mostra a Figura 5. Este padrao
arquitetural foi escolhido devido a este prover
facilidade para a criacdao de solu¢Oes altamente
flexiveis e desacoplamento entre as tarefas de
interacdo com o usuario e as tarefas de processamento
de dados (Curry and Grace; 2008).

0s modulos basicos que compde o sistema proposto
sdao: (i) Apresentacdo, permite a interacdao com
os usuarios do sistema; (ii) Seguranc¢a, garante
autenticacdo e autorizacdo; (iii) Repositdrio de
dados, modulo responsavel pelo armazenamento e
recuperacao de dados do sistema (imagens, dados
dos avaliados, resultados de avaliacOes, usuarios);
(iv) Processamento de imagens, responsavel pela tarefa
de identificar a auséncia/presenca dos itens da
escala implementada através de classificadores de
imagem; (v) Mensageria, responsavel por atividades
que requerem o envio de mensagens aos usuarios,
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tais como notificacées ou e-mails; (vi) Avaliagdo,
contém as regras que determinam os modelos a serem
utilizados durante o processamento da imagem para
cada grupo especifico, realizando também o calculo
e interpretacdo do escore final; (vii) Gerenciador
de modelos, responsavel pelo gerenciamento dos
modelos de classificacdao aprendidos durante a fase de
treinamento e pela execugao de novos ciclos de treino;
e (viii) Repositdrio de modelos, armazena e recupera os
modelos de classificacdao aprendidos.

5 Metodologia

Para Wazlawick (2014), um método é composto
por uma sequéncia de etapas necessarias para a
demonstracdao de que um determinado objetivo
proposto foi alcancado. Para o autor, se os passos do
método forem executados, os resultados deverdo ser
convincentes. Wazlawick (2014) complementa que o
método deve indicar quais a¢des serdo desenvolvidas,
tais como a construcdo de protétipos, tipos de
experimentos realizados e organizacao dos dados.

O presente trabalho caracteriza-se por uma
pesquisa experimental, onde buscou-se implementar
os modulos criticos do modelo proposto como meio
de avaliar a sua viabilidade. Os autores entendem os
modulos de Avaliagdo e Processamento de imagens

sdo os mais importantes do modelo Melampus.

Para que estes itens pudessem ser completamente
funcionais, fez-se necessario implementar também
os modulos de Apresentacdo e Repositério de
modelos.

Para o protétipo, tomou-se o sistema de escalas
para avaliacao do DFH propostas por de Oliveira
(2013) como instrumento de triagem adotado. A
escolha se deve ao fato de que este se mostra
aderente ao modelo proposto por apresentar uma
maneira estatica de avaliacdo do desenho baseada
na presenca/auséncia de itens graficos. Para a
construcdo dos classificadores de imagem, os autores
optaram pelo uso de Redes Neurais Convolucionais
(ConvNets).

Sendo assim, o0s passos necessarios para a
conducdao do experimento foram (i) organizacao
e unificacdo de bases de dados; (ii) treinamento
dos classificadores de imagem necessdrios para a
implementacdo de um prototipo, (iii) construcdo de
um protétipo que implementa os médulos criticos
do modelo Melampus; e (iv) coleta e avaliacdo de
métricas obtidas a partir da execucdo do protétipo
em laboratorio.

5.1 Bases de dados

Os dados utilizados durante as fases de construcdo
e avaliacdo do protétipo provém de dois bancos de
dados distintos, que em conjunto totalizam 804
desenhos de criancas com idades entre 6 e 12 anos
de ambos os sexos e residentes no Estado do Rio
Grande do Sul. Nestas bases, as criancas foram

classificadas em dois grupos: clinico e ndo clinico.

O grupo clinico é composto por individuos que, a
época da coleta dos dados, estavam em processo de
tratamento psicoldgico, enquanto que o grupo ndo
clinico retine individuos que ndo recebiam tratamento
psicolégico, ndo frequentavam classes especiais, e

que foram indicados pelos professores como ndo
tendo problemas comportamentais significativos.

Uma das bases de dados pertence ao Laboratdrio de
Mensurac¢ao da Universidade Federal do Rio Grande
do Sul (UFRGS), e é composta por 606 desenhos
coletados entre os anos de 1984 e 1990. Metade
dos desenhos pertence a criancas que compde o
grupo clinico. O outro banco de dados utilizado
é composto por 198 desenhos coletados no ano de
2005 pertencentes ao Grupo de Estudo, Aplicacao
e Pesquisa em Avaliacdo Psicoldgica (GEAPAP)
da UFRGS (Arteche; 2006). Ambas bases de
dados também foram utilizadas por de Oliveira
(2013) para o desenvolvimento de suas escalas de
avalia¢do do DFH. Segundo Bandeira et al. (2012), o
desempenho das criancas nos indicadores cognitivos
dos desenhos coletados nos dois periodos ndo
apresentam diferencas significativas, sugerindo certa
estabilidade na producao do desenho das criangas
através do tempo.

Antes da construcdo do prototipo, se fez necessario
a unificacdo das bases de dados de forma que fosse
possivel utiliza-las para treinar os classificadores de
imagem. Todas as imagem (no formato de arquivo
BMP) receberam entdo um identificador numérico.

5.2 Treinamento dos Classificadores de

Imagem

Para a construc¢do do protétipo e avaliacdo do modelo,
realizou-se o treinamento de modelos de classificagao
capazes de indicar a auséncia/presenca dos itens que
compde algumas das escalas propostas por de Oliveira
(2013). A escala selecionada foi a EC-DFH-F-9-12
(Escala Clinica do Desenho da Figura Humana para
Meninas de 9 a 12 anos de idade) devido a esta ser a
escala composta por menor numero de itens dentre
as quatro escalas disponiveis.

Um dos desafios encontrados durante a fase
de treinamento dos classificadores foi o grande
desbalanceamento da base de dados. Para reduzir
o impacto deste fator no desempenho dos modelos
treinados fez-se uso da técnica de atribuicdo de
pesos para as classes do problema (weighting), sendo
esta uma opgdo nativa da API3 utilizada para os
experimentos. Assim como para Wang et al. (2015),
devido a relativamente pequena base de dados optou-
se pelo uso da técnica de dropout durante a fase
de treinamento. Dropout consiste basicamente de
um algoritmo para treinamento de redes neurais
que se baseia em estocasticamente '"deixar de
fora"neurdnios durante o treinamento com o objetivo
de evitar overfitting (Baldi and Sadowski; 2013).
Witten and Frank (2005) definem overfitting como o
fenomeno que acontece quando o modelo atinge bons
resultados quando executado para dados que compde
a base de teste, mas ndo é capaz de repetir estes
resultados para dados que nunca antes alimentaram
o modelo.

Para cada item que compde a escala, foram
treinados cinco modelos diferentes de ConvNets,
afim de selecionar o modelo que apresentasse
melhor desempenho. As arquiteturas adotadas
sdo representadas na Figura 6. Estes modelos

3 Application Programming Interface
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Tabela 2: Distribuicdo da amostra em relac¢ao a escala EC-DFH-F-9-12
Total Conjunto de Conjunto de Conjunto de
Treinamento (70%) Avaliagdo (20 %) Testes (10%)
Item Presenca | Auséncia | Presenca | Auséncia | Presenca | Auséncia | Presenca | Auséncia
Linha Tremida 154 650 108 455 31 130 15 65
Linha Pesada 58 746 41 522 12 149 5 75
Dificuldade de Integragdo 41 763 29 534 8 153 4 76
Figura Baixa 143 661 100 463 29 132 14 66
Transparéncia 14 790 10 553 3 158 1 79
Adaptagdo do Cabelo 21 783 15 548 4 157 2 78
Penteado 303 501 212 351 61 100 30 50
Enfase da Face 43 761 30 533 9 152 4 76
Boca Cortada 54 750 38 525 11 150 5 75
Dedos Juntos 253 551 177 386 51 110 25 55
Problemas de Representagdo de Roupa 280 524 196 367 56 105 28 52
Fonte: Elaborado pelos autores.
Entrada Modelo 1 2 Modelo3  Modelo4 Modelo5
Convolution Convolution Convolution Convolution Convolution
(2x2) (2x2) (2x2) (2x2) (2x2)
Activation Activation Activation Activation Activation
(ReLu) (RelLu) (ReLu) (RelLu) (ReLu)
MaxPooling MaxPooling MaxPooling MaxPooling MaxPooling
(2x2) (2x2) (2x2) (2x2) (2x2)
Convolution Convolution Convolution Convolution Convolution
(2x2) (2x2) (2x2) (2x2) (2x2)
Activation Activation Activation Activation Activation
(Rel.u) (Rel.u) (Relu) (Rel.u) (RelL.u)
MaxPooling MaxPooling MaxPooling MaxPooling MaxPooling
(2x2) (2x2) (2x2) (2x2) (2x2)
Convolution Convolution Convolution Convolution Convolution
(2 (2x2) (: (2x2) (2x2)
Activation Activation Activation Activation Activation
(Rel.u) (Rel.u) (Relu) (Rel.u) (RelLu)
MaxPooling MaxPooling MaxPooling MaxPooling MaxPooling
(2x2) (2x2) (2x2) (2x2) (2x2)
D;g;e D;-g;‘e D;gge Con;olzlll/un Con;o/;/{ron
(256) (256) (256) (2x2) (2x2)
Dense Dense Dense Activation Activation ® ____ > -———=>

(1) (256)
Activation
(Sigmoid) (1)

Activation

(Sigmoid) (1)
Activation
(Sigmoid)

(256)
Dense
(256)
Dense

(ReLu)
MaxPooling
(2x2)
Dense
(256)
Dense
(256)
Dense
(1)
Activation
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Figura 6: Arquitetura geral das ConvNets avaliadas

foram implementados através da API Keras* para
Python®, que por sua vez que atua como uma
camada de abstracdo para a biblioteca de deep learning

Tensorflow®.

A fase de treinamento foi composta por 50
épocas. Durante esta fase também fez-se uso
da técnica de data augumentation. Esta técnica
consiste basicamente de aumentar o tamanho da
amostra através da criacdo de réplicas ligeiramente
modificadas dos exemplos que compde a base de
treinamento. Segundo Krizhevsky et al. (2012), esta
é a forma mais facil e comum de evitar overfitting.

5.3 Protétipo

Para fins de avaliacdo da viabilidade técnica do
Melampus, construiu-se um protdtipo composto
pelos principais mdédulos do modelo: Apresentacdo,
Avaliacdo, Processamento de Imagens e Repositorio
de Modelos. A Figura 7 apresenta uma visao em

4https://keras.io/
Shttps://www.python.org/
6https://www.tensorflow.org/

{,

Usuario

Servidor

Aplicativo

Figura 7: Arquitetura geral do protdtipo

alto nivel da arquitetura do protétipo desenvolvido,
sendo este composto por um aplicativo mobile e um
webservice. O aplicativo e o servidor se comunicam
através do protocolo REST (Representational State
Transfer). O aplicativo permite que os desenhos
produzidos pelos individuos avaliados sejam
digitalizadas através da camera do dispositivo no
qual este executa.

Para a construcao do aplicativo fez-se uso
do framework de desenvolvimento mobile hibrido
Ionic’. Ja o webservice foi escrito na linguagem

Python, fazendo uso das bibliotecas Keras e Flask?,
responsaveis pelas tarefas de machine learning e
exposicao dos servicos REST, respectivamente. Todos
os frameworks previamente citados sao open source.

5.4 Métricas Avaliadas

Meétricas de qualidade para classificadores sdo
construidas a partir de matrizes de confusdo
(Sokolova et al.; 2006). Estas matrizes sdo estruturas
compostas por quatro categorias de resultados:
Verdadeiros Positivos (VP); Falsos Positivos (FP);
Verdadeiros Negativos (VN) e Falsos Negativos (FN)
(Davis and Goadrich; 2006). De acordo com Sokolova
et al. (2006), uma das métricas mais comumente

7https://ionicframework.com/
8http://flask.pocoo.org/
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utilizadas é a acuracia (ACU), sendo esta definida
pela equacao 1.

VP + VN
ACU = VP + FP + VN + FN )

Para Provost et al. (1998), examinar o desempenho
de classificadores com base apenas na acuracia pode
ser enganoso. Os autores recomendam o uso de
curvas ROC (Receiver Operator Characteristic) para
este tipo de avaliacdo em classificadores binarios.
Segundo Castanho et al. (2004), o ideal é que a
area sob a curva ROC (Area Under Curve, ou AUC)
seja proxima a 1, sendo que quando este valor é
proximo a 0.5, diz-se que o classificador nio é capaz
de diferenciar os dois grupos. Para se construir o
grafico ROC plota-se a especificidade no eixo das
ordenadas e a sensibilidade no eixo das abscissas
(Prati et al.; 2008). Sensibilidade e especificidade
sdo métricas que fornecem a probabilidade de que
um modelo forneca resultados corretos ao classificar
positivamente ou negativamente uma entrada, sendo
estas duas medidas definidas pelas equacoes 2 e 3,
respectivamente. (Castanho et al.; 2004).

VP

sensibilidade = "~ (2)
VN
especificidade = g =5 (3)

Ante o exposto, os autores optaram por avaliar o
desempenho dos classificadores treinados através de
curvas ROC.

6 Resultados

Esta secdo descreve os resultados obtidos. A subsecao
5.1 detém-se a analisar o desempenho dos modelos
de ConvNets propostos na secao de Metodologia e a
subsecdo 5.2 apresenta um parecer dos autores sobre
a viabilidade do protétipo desenvolvido com base no
modelo Melampus.

6.1 Desempenho dos Modelos de ConvNets
Avaliados

Na Tabela 3 s3ao apresentados os valores de AUC

referentes aos cinco modelos de ConvNets propostos.

Em cada linha destacam-se em verde e vermelho os
melhores e os piores resultados obtidos para cada
item, respectivamente.

Para Swets et al. (2000), valores de AUC superiores
a 0.9 sao considerados resultados excelentes,
enquanto que valores compreendidos na faixa entre
0.9 e 0.8 podem ser interpretados como bons
resultados. Para os mesmos autores, valores entre
0.8 e 0.7 sdo apenas razoaveis, e valores abaixo
de 0.7 representam baixa performance. Porém,
Youngstrom (2014) pondera que apesar destes
valores provavelmente serem adequados para os
campos da engenharia e biomedicina, estes sdo
menos representativos no contexto do diagnéstico

psicologico. Na pratica, segundo Youngstrom (2014),
muitos dos melhores instrumentos de diagnéstico
possuem AUC entre 0.7 e 0.8 em condic¢des clinicas
realistas. Considerando-se entdo esta perspectiva,
observa-se que para cinco itens da escala foi possivel
obter classificadores com boa AUC.

Com excecdao do item "Adaptacdao do Cabelo",
os melhores resultados foram apresentados pelos
modelos 3, 4 e 5, sendo estes modelos de ConvNets
mais complexos quando comparados aos modelos 1
e 2. Apesar disto, ndo é possivel afirmar que houve
uma relacgao direta entre a complexidade do modelo
e sua performance nos cendrios propostos, uma vez
que o modelo de ConvNet que demonstrou melhor
performance em um maior nimero de cenarios nio
foi necessariamente o modelo com mais camadas.

Um dos fatores que possivelmente teve influéncia
na baixa performance dos modelos para certos itens
foi o tamanho da base de dados disponivel. Segundo
Sermanet et al. (2014), a principal desvantagem das
ConvNets é a grande quantidade de dados geralmente
requerida para o treinamento dos modelos. Estudos
que obtiveram bons resultados utilizando-se de
ConvNets para a geracao de classificadores de
imagens tem utilizado grandes bases, tais como a
CIFAR10 (60.000 imagens), MNIST (70.000 imagens)
e ImageNet 2012 (1.2 milhdes de imagens) (CiresAn
et al.; 2012; Sermanet et al.; 2014). Segundo
Goodfellow et al. (2016), uma das solucdes mais
efetivas para aumentar a performance de uma
ConvNet € coletar mais dados e treind-la novamente.

O grande desbalanceamento da base de dados
também pode ter ter afetado o desempenho dos
modelos. Apesar de ter-se utilizado as técnicas
de weighting e data augmentation, ainda ha a
possibilidade de que este fator tenha influenciado
nos resultados obtidos, principalmente para itens
onde o desbalanceamento foi mais acentuado,
como "Transparéncia", "Adaptacio do Cabelo"e
"Dificuldade de Integracao". Em se tratando
especificamente do item "Transparéncia", sendo este
0 item com maior desbalanceamento nos dados (para
cada exemplo positivo existem cerca de 56 exemplos
negativos), observa-se que um dos modelos testados
apresentou AUC de aproximadamente 0.89 enquanto
os demais modelos apresentaram desempenho muito
ruim. Acredita-se que o pequeno numero de
exemplos positivos no conjunto de teste possa ter
distorcido o valor de AUC, e devido a isto sugere-se
que a ser necessario avaliar este modelo com maior
numero de exemplos positivos no conjunto de teste.

Além dos fatores previamente citados, os autores
pensam ser relevante para o entendimento dos
resultados levar em consideracdao a complexidade
dos padroes de imagem que representam cada
um dos itens da escala clinica. Dentre os itens
que compde as escalas clinicas propostas por
de Oliveira (2013), entende-se que existem aqueles
podem ser interpretados como padroes de maior ou
menor complexidade computacional. Itens como
"Figura Pequena'e "Linha Pesada''sdo conceitos
computacionalmente menos complexos do que itens
como '"Adaptacao do Cabelo"e "Penteado', uma
vez que estes ultimos representam conceitos mais
abstratos e podem ser expressos por um numero
muito maior de varia¢oes graficas.
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Tabela 3: Resultados obtidos apds treinamento das Convnets propostas
Item Modelo1 | Modelo 2 | Modelo 3 | Modelo 4 | Modelo 5
Penteado 0,504106 | 0,609649 | 0,529586 | 0,640442 | 0,640895
Problemas de Representacao de Roupa | 0,456624 | 0,657801 0,700038 | 0,361955 | 0,544453
Figura Baixa 0,810425 | 0,892019 | 0,949811 | 0,919847 | 0,912343
Linha Tremida 0,431795 | 0,464615 | 0,552821 | 0,336923 | 0,470769
Dedos Juntos 0,514909 | 0,494545 | 0,677091 | 0,493818 | 0,503636
Transparéncia 0,500000 | 0,101266 0,126582 | 0,886076 | 0,126582
Adaptacao do Cabelo 0,500000 | 0,500000 | 0,365385 | 0,500000 | 0,275641
Boca Cortada 0,536000 | 0,500000 | 0,562667 | 0,557333 | 0,640000
Dificuldade de Integracao 0,414474 | 0,457237 0,618421 0,552632 | 0,588816
Enfase da Face 0,470395 | 0,473684 | 0,592105 | 0,500000 | 0,884868
Linha Pesada 0,781333 0,408000 | 0,528000 | 0,816000 | 0,372000

Fonte: Elaborado pelos autores.
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Etapas

0 processo de triagem com o Melampus
compreende 3 etapas: Melampus App

1 Aplicagio do DFH

2 Digitalizagéo do DFH

3. Avaliagao autmatica do DFH
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e Deep Learning.

Uma 43 etapa pode ser necesséria caso
o sisterna ndo possua total confianga na
analise realizada

» [} » ¢
d e

(a) Tela inicial: permite a execucao a avaliacao do
desenho digitalizado através da camera. (b)
Resultado positivo de uma avaliacdo. (c) Resultado
negativo de uma avaliacdo. (d) Tela de instrucoes
sobre uso do aplicativo. (e) Tela de informacodes
sobre o aplicativo.

Figura 8: Principais telas do aplicativo

6.2 Prototipo Desenvolvido

Em relacdo ao prototipo construido, confirmou-se a
viabilidade técnica da implementagdo do Melampus
como um aplicativo para smartphones. Na Figura 8
sdo apresentadas as principais telas do aplicativo
desenvolvido.

Através do prototipo, foi possivel fazer a integracdo
dos dados coletados através do aplicativo com o
servidor responsavel pelas tarefas de computagio
intensiva das imagens através das ConvNets e calculo
do escore final da triagem. Pontua-se também que
os autores entendem que a possibilidade de uso da
camera do dispositivo como meio de digitalizagdo dos

desenhos facilita o processo de upload das imagens e
agiliza o processo. Porém, percebe-se que a utilizacdo
da camera requer alguns cuidados para a captura
da imagem, tais como a disponibilidade de boas
condicdes de iluminacdo e o correto enquadramento
da figura.

7 Conclusao

O objetivo deste trabalho foi apresentar o modelo
Melampus, uma ferramenta de apoio ao processo de
triagem psicolégica infatil que faz uso de deep learning
para a avaliacdo automatica de testes de expressio
gréfica.

0 modelo foi avaliado através da implementac¢do
de um protdtipo, fazendo uso de um sistema de
escalas para a avaliagdo do teste do Desenho da
Figura Humana. Para a geracao dos classificadores de
imagem, utilizou-se Redes Neurais Convolucionais
treinadas em uma base composta por desenhos
previamente coletados.

Os resultados mostram que houveram modelos de
ConvNet treinados que obtiveram bom desempenho
no conjunto de testes para certos itens da escala
clinica. Porém, os autores reconhecem que
mais esforcos se fazem necessarios em funcdo de
obter melhores resultados onde o desempenho foi
inesperado.

Além do tamanho relativamente pequeno da base
de dados disponivel, outra limita¢do deste trabalho
foi o fato de que, devido a questdes éticas e legais, o
prototipo desenvolvido ndo pode ser avaliado em um
contexto real de triagem psicoldgica. Cabe ressaltar
também que a viabilidade do Melampus como
ferramenta de triagem psicoldgica esta diretamente
relacionada ao instrumento de avaliacdo psicoldgica
selecionado para compor a sua implementag¢do. Sendo
assim, o Melampus ndo podera ser reconhecido como
um instrumento de triagem valido caso o método
de avaliacdo do teste de expressao selecionado ndo
possuir validade clinica adequada.

Os autores entendem que o Melampus se mostra
um modelo viavel, porém mais estudos serdo
necessarios para que as implementag¢des baseadas
neste recebam parecer favoravel das entidades
reguladoras de testes psicologicos.

Sugere-se como continuidade desta pesquisa:
aumentar o banco de imagens utilizado através da
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coleta de novos desenhos ou fusdo com outras bases
preexistentes; treinar e avaliar outros modelos de
ConvNet; identificar demais sistemas de triagem
psicolégica aderentes a proposta do Melampus;
realizar testes de aceitacdao do modelo através do
prototipo desenvolvido e de instrumentos como o
TAM (Technology Acceptance Model).
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