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Resumo

O cancer de mama apresenta elevado indice de mortalidade em todo o mundo, sendo o mais incidente em
mulheres. Seu diagnéstico tendo sido realizado por meio de rastreamento, ecografias mamarias e mamografias.
Este trabalho tem como objetivo desenvolver um classificador para identificar o cancer de mama utilizando
dados antropométricos e parametros de exame sanguineo de rotina que sdo os biomarcadores. Redes-Neurais
do tipo Perceptron Multi-Camadas(MLP) e as redes Neuro-Fuzzy (ANFIS) empregados a um comité de decisdo,
trazendo como resultado uma classifica¢do do cancer de mama, com acuracia de 97% , um valor superior
apresentado comparado aos trabalhos dos ultimos anos que utilizaram biomarcadores semelhantes no periodo
de 2013 ao inicio do ano de 2018.

Palavras-Chave: Cancer de Mama; Neuro-Fuzzy; Redes Neurais

Abstract

Breast cancer has a high death rate worldwide, and the most frequent in women, its diagnosis having been
performed through screening, breast ultrasound and mammograms. This work aims to develop a classifier to
identify breast cancer using only anthropometric data and some parameters of a simple routine blood test that
are the biomarkers.The MLP Neural Networks and Neuro-Fuzzy Networks (ANFIS) were used for a decision
committee. This work demonstrates a breakthrough in the area of computational intelligence due to the good
result of its classification of breast cancer, which was 97% accurate, a higher value presented compared to
the works of the last years that used similar biomarkers in the period of 2013 to the start of the year 2018.
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realizado por meio de exames de rastreamento,

1 Introducao
ecografia mamaria e mamografia (Fernandes et al.;

O cancer de mama representa um elevado indice
de morte nas mulheres em todo o mundo. No
geral é considerado como o segundo maior causador
de mortes em paises desenvolvidos, e o primeiro
causador em paises subdesenvolvidos, sendo o
segundo tipo mais frequente e o mais incidente em
mulheres (Araijo da Silva and da Silva Riul; 2011).

O diagnéstico do cancer de mama tem sido

2012). Estudos vém sendo realizados para acelerar
e melhorar o processo de deteccao. Recentemente
foi apresentado um estudo que visa detectar
imagens térmicas de regiGes cancerigenas, através
do aumento de fluxo sanguineo, detectar a elevagdo
da temperatura, utilizando sistemas fuzzy e
complementos estaticos para este fim (Resmini
et al.; 2012), métodos que analisam os marcadores
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moleculares de predisposicdo do cancer de mama
também s3o empregados em pesquisas com a
finalidade de se realizar uma deteccdo precoce
(Cardoso et al.; 2016). Diversos estudos sustentam
que a obesidade esta positivamente associada a
varios outros tipos de cancer (Dalamaga; 2013; Cohen
and LeRoith; 2012) incluindo o cincer de mama.
Mas recentemente foi desenvolvido, uma analise
estatistica que descreve a utilizacdo de parametros
antropométricos de Indice de Massa Corporal
(IMC) associados a analises sanguineas, como um
biomarcador de cancer de mama (Crisdstomo et al.;
2016). Estes parametros foram usados para deteccdo
do cancer mamadrio utilizando Arvores de Decisdo
(DA) e posteriormente Maquina de Vetores de Suporte
(SVM) no procedimento de validacao cruzada, no
entanto o procedimento ndo utilizou a mesclagem
entre os métodos DA e SVM e nem mesmo um
conselho de preditores,com a finalidade de melhorar
os resultados (Patricio et al.; 2018).

As analises do presente trabalho estdo baseadas em
um conjunto de dados observados na Universidade de
Coimbra, através de parametros antropométricos e
uma analise de sangue de rotina, conforme sugerido
por (Criséstomo et al.; 2016).

Assim o objetivo neste trabalho, sera implementar
um classificador para verificar se uma pessoa é
portadora ou ndo de cancer de mama, comparando
duas metodologias Redes-Neurais Perceptron
Adaptada (MLP) e Neuro-Fuzzy(ANFIS) a partir do
desenvolvimento de um preditor formado por um
conjuntos de votos majoritarios com a finalidade de
se obter maior acurdacia, agilizando o processo de
deteccdo e tratamento do Cancer de Mama.

2 Metodologia
2.1 Caracterizacao e Selecao dos Dados

Os dados utilizados para a execucdao do presente
trabalho foram adquiridos na UCL - Machine
Learning Repository (da Califérnia Irvine; 2018),
banco online contendo datasets open source voltados
a diversas areas do conhecimento.

0 banco consiste em arquivos divididos entre treino
e teste. Os arquivos de treino e teste foram produzidos
por meio de informagdes clinicas e sanguinea de
116 mulheres que se encontram na pré-menopausa
e pos-menopausa, que sdo portadoras ou ndo do
cancer de mama. De cada paciente, um conjunto
de 9 parametros, sendo: idade dos pacientes, indice
de massa corporal (IMC), insulina, homeostase de
resisténcia a insulina(HOMA), Leptina, Adiponectina,
resistina e Proteina quimioatraente de mondcitos-
1(MCP-1) (Cris6stomo et al.; 2016).

Os diagnoésticos das mulheres com cancer de mama
foram angariados no Departamento de Ginecologia
do Centro Hospitalar Universitario de Coimbra no
periodo de 2009 a 2013 em que para cada doente, o
diagnostico foi aferido por uma mamografia positiva
e confirmado histologicamente. Os dados foram
obtidos por meio de voluntarias saudaveis do sexo
feminino livres de qualquer infeccao ou doencas
que inviabiliza-se o estudo. Estes dados foram
aprovados pelo Comité de ética do Departamento de
Ginecologia do Centro Hospitalar Universitario de

Coimbra (Crisostomo et al.; 2016).

2.2 Classificadores

O Neuro-Fuzzy ANFIS, também conhecido como
fuzzy Sugeno, se fundamenta na equivaléncia
funcional, sob algumas restricdes, entre a rede neural
de funcao de base radial e os sistemas fuzzy do tipo
Takagi e Sugeno (Takagi and Sugeno; 1993; Sugeno
and Kang; 1988). O método usa um procedimento
de aprendizado hibrido podendo ser empregado
para modelar fun¢des nao-lineares e identificar
componentes ndo-lineares (Resmini et al.; 2012).

O ANFIS é implementado por meio de regras
conforme Equacao 1 :

5 2 (1) 5 A(n)
Sex; eAj1 ...xneAJ.n A

entaoy = ocg)xl + aﬁ’)xr + .. a,(1n)xn

Onde: x1... Xn sdo entradas, Ai...Aj modificadores:
"muito”, ”"mais ou menos”, "nao” ,y1... yn saidas e o

instancias apresentada.

O modelo ANFIS tende a ajustar apenas as
funcoes de pertinéncia dos parametros antecedentes
e consequentes, contém unidades de entrada na
camada Uo e outras camadas denotadas como: (Ui,
..., U5) em que as unidades internas Ul a U4 sdo
usadas pra processar os dados, enquanto a unidade
externa de saida U5 calcula a saida final por meio da
somatoria de todas as saidas (Jang; 1993), conforme
figura 1.
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Figura 1: Estrutura ANFIS

O modelo neural MLP, é geralmente usado em
trabalhos que envolvem classificacao, projecao,
interpretacdo e generalizacdo. Entre as principais
aplicacdes destacam-se a analise de séries temporais
e classificacdo médicas. Sua arquitetura é composta
pela camada de entrada, uma ou mais camadas
ocultas onde ocorre o processamento dos dados e
transformam problemas ndo linearmente separaveis
em problemas separaveis e por fim a camada de saida
(De Azevedo et al.; 2000), conforme figura 2.
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Figura 2: rede MLP com duas camadas ocultas

2.3 Selecdo de Parametros

No intuito de aumentar a eficicia do processo de
classificagao, informagoes pouco ou nada importantes
contidas nos dados obtidos - tais como indices
de pacientes (nomes)- foram omitidas e ndo
fizeram parte das entradas fornecidas a rede neural
desenvolvida. A coluna relativa a condi¢do de saude
do paciente em questao - preenchida com 0 para
pacientes saudaveis e 1 para pacientes portadores da
doenca foi utilizada como alvo nos procedimentos
de treino. Nos testes realizados neste trabalho, nao
foi determinado o grau da evolucdo do cancer, mas
sim se a pessoa possui ou ndo o cancer, uma vez que
trata-se de um parametro ndo presente entre os dados
testados e inicialmente ndo relacionado ao paciente
em si, mas a um diagndstico médico posterior.

2.4 Extracdo das Caracteristicas

0 método de normalizacdo, em conjunto com o
Principal Component Analysis (PCA) foi empregado
no intuito de aferir o peso de cada dimensdo
rotacionada no processo final da classificacdo, de
forma a possibilitar uma possivel reduc¢do de
dimensionalidade. A andlise das informacoes obtidas
mostrou a importancia de cada coluna para o
treinamento e como esta compreendido a varidncia
dos dados, de modo a concluir que os elementos
constituidos possuem importincia para o processo
de classificagcdo ndo sendo viavel a eliminacdo de
entradas.

2.5 Metodologia de Classificacao

A técnica escolhida para realizar a classificacdo dos
dados foi a MLP e a ANFIS sob diversas configuracdes,
de forma a comparar a eficacia de cada escolha no
que diz respeito ao numero de dados classificados
corretamente. Na divisdao de Dos Dados limitou-se
70% para treinamento, 15% para validagdo e 15% para
teste tanto para RNA quanto a ANFIS.
As configuracdes propostas para RNA foram:

+ Quantidades de camadas: variando de 1 a 3;

- Numero neur6nios: minima de 3 maxima de 15;

+ Estilos de treino: Levenberg-Marquardt, Quasi-
Newton, Retropropagacdo Resiliente, Gradiente
Conjulgado em Escala, Polar Ribiérie e Taxa de
Aprendizado Variavel.

As configuracdes propostas para ANFIS foram:

- Range influencia entre 0.1 a 0.8;

- Taxa de Acertacdo/Rejeicdo:entre 0.05 a 0.8;

- Numero de clusters 7 a 25.

- Metodo de Otimizacdao Hybrido e Backpropagation.

Para avaliar a eficacia do procedimento, ajustaram-se
os parametros de parada maximo em 500 itera¢Ges ou
parametro de erro de 0.1, evitando assim overfitting.
Foram realizadas dentre as diversas iteracdoes com
cada configura¢do proposta para a rede neural e o
sistema Fuzzy, em que a média da porcentagem de
acertos foi obtida, bem como seu desvio padrdo e a
melhor porcentagem de acertos.

Outro aspecto analisado foi a influéncia da fungdo
de treinamento da rede neural e a ANFIS sob a
eficiéncia de classificagdo dos dados. Para tanto, duas
funcdes distintas foram testadas para os mesmos
formatos de rede.

Os fluxogramas de execucdo dos testes e andlise
dos classificadores podem ser observados nas figuras

3e 4.

Figura 3: Fluxograma RNA MLP
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Figura 4: Fluxograma ANFIS
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2.6 DC-Comité de Decisdo (Voto majoritario)

0 modelo de decisdo adotado foi o majoritario, o
qual corresponde a um dos mais simples e intuitivos
modelos, em que basicamente, se escolhe a classe
pela maioria dos votos do conjunto, que caso exista
alguma razdo para acreditar que certos classificadores
sdo melhores ou piores que outros utiliza-se uma
votacdo ponderada(Stepenosky et al.; 2006), a Figura
5 demonstra seu funcionamento.

Entradas

Figura 5: Fluxograma Comité Decisdo

No caso deste trabalho, os modelos de decisao
foram desenvolvidos com intuito de se combinar
suportes individuais de dados por trés ANFIS e duas
MLPs, em que o método detalhado das regras de
combina¢dao pode ser encontrado em (Kuncheva;
2004).

Para verificar a eficacia do comité, utilizou-se
varias combinagdes entre as redes e sistemas fuzzy
condicionados aos melhores resultados obtidos no
procedimento anterior, com a finalidade de reduzir
a quantidade de testes a serem realizados, em que
buscou-se também obter a média da porcentagem de
acertos e seu desvio padrdo em varios conjuntos de
testes.

2.7 Método de Comparagdo

Utilizou-se dois principais métodos de comparacgao
visual para se analisar individualmente os resultados,
que sao eles: a matriz de confusdo e a curva ROC,
com a finalidade de padronizar as avaliacOes, entre
as redes MLPs , ANFIS e o comité de decisdo.

O método da matriz confusdo consiste em
armazenar os resultados em uma matriz realizando
o calculo da sensibilidade da qualidade alcan¢ada por
cada um dos preditores. A sensibilidade consiste na
probabilidade de um teste apresentar um resultado
positivo em um individuo acometido por uma doenca
(Lopes et al.; 2014), Conforme equa¢dao 2 e sua
representacao em forma matricial pode ser observada
através da figura 6 .

vC

5= VC+VEN

(2)

Onde: VP Verdadeiro Positivo e VFN Valores de casos
falso negativos.
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Figura 6: Analise matriz confusdo

Por fim, utilizou-se os conceitos de sensibilidade
da qualidade associado a especificidade para descrever
de forma gréfica a acuracia de um teste diagndstico
por meio da construc¢do de sua respectiva curva ROC.
A Especificidade consiste na probabilidade do teste
aferir resultados negativo em pacientes sem a doenga,
sendo calculada através da 3 e sua representacdo em
forma grafica pode ser observada na figura 7.

VN

S= FP+VN

(3)
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Onde FP é o Falso Positivo e VN sdo casos
verdadeiros negativos.
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Figura 7: Analise Curva ROC

3 Resultados e Discussao

As principais configuracées e seus respectivos
resultados podem ser vistos nas Tabelas 1 e 2, onde
foi eliminado todas as funcées e configuracoes de
treinamentos e Redes que apresentaram resultados
consideravelmente inferior.

Tabela 1: principais configurac¢des treinadas que
obtiveram melhores resultados nos testes

ESTILO Configuracao Estilo Treino
neurdnios por camada
/ quantidade de crusters
MLP1 5-3-2 Gradiente
Conjulgado
MLP2 9-4-2 Levenberg-
Marquardt
ANFIS1 19,sugeno,relacdo 0,5 Backpropagation
ANFIS2 13,sugeno,relacdo 0,3 Backpropagation
MLP3 7-5 Levenberg-
Marquardt
MLP/ 7-3-4 Levenberg-
Marquardt
ANFIS3 23,sugeno,relacao 0,4 Backpropagation
ANFIS4 15,sugeno,relagao 0,3 Hybrido

Tabela 2: Porcentagem de acero e e desvio padrdo
para o teste das principais configuracoes treinadas

ESTILO Média Desvio Melhor
Acertos Padrao Classificagdo
MLP1  62.28% 10.23% 77.14%
MLP2  86.95% 7.82% 94.30%
ANFIS1  76.95% 5.72% 84.78%
ANFIS2  80.35% 3.75% 86.90%
MLP3 67.17% 8.13% 81.73%
MLP4  66.52% 11.14% 80.43%
ANFIS3  82.15% 4.54% 88.17%
ANFIS,  70.18% 7.29% 82.17%

Nota-se por meio da Tabela 1 que a melhor
classificagdo foi obtida através das simula¢des com

a Rede Neural do tipo MLP2 e a rede Neuro-Fuzzy
do tipo AFINS3. Se comparados os resultados, nota-
se que, a MLP2 apresenta um melhor resultado de
acertos, todavia, a ANFIS possui uma variancia menor.
O resultado dessas duas redes pode ser considerado
melhor dentre as redes utilizadas neste trabalho.

O grafico das Figuras 8 e 10 apresenta a analise da
curva ROC juntamente com os seus percentuais da
matriz de confusdo Figuras 9 e 11, expressos de uma
curva aleatdria pertencente a ambos classificadores
selecionados como melhores da Tabela 2 que sdo eles
MLP2 e ANFIS3.
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Figura 8: Curva ROC MLP2 (AUC = 0.88)
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Figura 9: Matriz Confusdao MLP2
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Figura 10: Curva ROC ANFIS3 (AUC = 0.82)
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Figura 11: Matriz Confusdao ANFIS

Através dos treinos de algoritmos das redes
ANFIS3 e MLP2 foi possivel extrair delas alguns dos
classificadores obtidos, nos quais foram selecionados
os melhores para montar um comité de decisdo entre
redes, para classificar os casos de cancer de mama,
de acordo com os dados de entrada. Para cada
configuracdo, o comité realizou um total de dez testes
utilizando diferentes valores de entrada. Apds os
testes, foi possivel obter a assertividade do comité de
decisdo, juntamente com o desvio padrdo e a matriz
de confusdo média. As configuragoes utilizadas pelo
comité estdo descritas na tabela 3.

Tabela 3: Principais resultados dos treinos

Quant. Quant. Média Desvio
de MLP de ANFIS  Classificacao Padrdo
1 1 81.15% 10.17%
2 1 79.13% 8.17%
2 2 85.03% 6.74%
3 2 88.53% 8.17%
2 3 97.82% 2.52%
3 3 90.18% 5.93%

Por se tratar de uma busca por um diagnéstico de
cancer de mama, para que o método seja realmente
valido é aconselhavel como resultados relevantes
proximos a modelo de referéncia (van der Ploeg et al.;
2014), e o classificador que melhor se qualifica foi
a combinacdo entre duas muta¢des de MLP2 e trés
mutagles de ANFIS3, formando um comité de decisdo
especialistas em que seu grafico ROC e sua matriz de
confusdo pode ser observado nas figurasi2 e 13.
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e o o
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e
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Figura 12: Curva ROC DC (AUC=0.97)
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S 0 24 | 100.0%
v 0.0% | 52.2% | 0.0%
© 100.0% | 96.0% | 97.8%
© 0.0% | 4.0% | 2.2%

Classe Saida

Figura 13: Matriz da Confusdo do DC

Comprando a técnica de conselho de decisdo
aplicada no presente trabalho, verifica-se vantagens
consideravel defrontando com outros modelos
aplicados anteriormente e neste estudo para resolver
o problema proposto. Dentre os métodos estdo os
algoritmo evolucionario (Fun¢do Logistica), SVM,
arvore de decisao, MLP e Neuro-Fuzzy, que utilizam
simplesmente técnicas separadas e preditores sem
nenhuma forma de mesclagem entre modelos, o
conselho de decisdao usado apresenta um melhor
resultado e um menor desvio padrdo, levando em
consideracgdo os diversos estilos de preditores até
entdao utilizados, melhorando assim os resultados
do classificador em todos os casos verificados,
como mostra a figura 14 representa a comparag¢ao
entre resultados obtidos através dos diversos
classificadores até entdo usados comparados com
o conselhos de decisdo onde observa-se a melhoria
consideravel da configuracdo do conselho de decisdo
constituido por 2 MLP e 3 ANFIS perante as diversas
outras configuracdes, validando o qudo bom o método
esta das configuracdes simples.

100
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® Sl Canselho Decisdo e Fungio Logistica
Figura 14: Comparador Resultados e Desvio padrao
entre MLP, ANFIS, SVM, Fungdo Logistica, Arvore de

Decisdo e Conselho de Decisao

Assim a evolugdo no histérico de diagnéstico
de cincer de mama, considerados os dltimos anos
pode ser observado a seguir: em Hwa et al. (2008)
conseguiu através da curva ROC, utilizando o indice
de resistina obteve ACU de 72% de exatiddao em casos
de cancer de mama pds-menopausa, sendo que 67%
dos acertos foram obtidos na deteccao da doencga
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em estagio avancado. Provatopoulou et al. (2015)
constatou que a irisina foi indicada como menores
em pacientes com cancer de mama com ACU de
67%, seguido por Patricio and Caramelo (2016) que
conseguiram a exatiddo de 64-80% em sua curva
ROC utilizado a leptina e resistina como biomarcador
de cancer. Patricio et al. (2018) usaram Resistina,
glucose, idade e indice de massa corporal obterdo a
ACU entre 87% a 91%, este trabalho vem contribuir
para a detec¢do do cancer de mama, utilizando o
comité de decisdo especialistas entre ANFIS e MLP,
obtendo uma taxa de ACU em sua curva ROC de 97%
com um desvio padrdo de 2,5% que revela um ganho
significativo van der Ploeg et al. (2014) diferencas em
ACU maiores que 1% sdo consideradas relevantes para
o proposito de deteccdo de doengas, aumentando a
chance de cura da doenca. Na Tabela 4 apresenta de
forma resumida a evolucdo na deteccao precoce desta
patologia.

Tabela 4: Evolucdo na deteccdo do cancer de mama
utilizando biomarcadores semelhantes

Ano Pesquisador Resultado
2008 Hwa et al Entre 67% -72%
ACU
2015 Provatopoulou 67% ACU
2016 Patricio e Caramelo Entre 64%-80%
ACU
2017/2018 Patricio et al Entre 87%-91%
ACU

4 Conclusao e Trabalhos Futuros
4.1 Conclusao

O presente artigo propds o desenvolvimento de um
classificador e analise entre duas técnicas MLP e
AFINS com intuito de auxiliar na detec¢do de cancer
de mama, utilizado apenas alguns biomarcadores
de facil aquisicdo. Para tanto utilizou-se como
biomarcadores a idade dos pacientes, indice de massa
corporal(IMC), insulina, homeostase de resisténcia
a insulina, HOMA, Glicose, Leptina, Adiponectina,
resistina e Proteina quimioatraente de mondcitos-
1(MCP-1).

O estudo versou realizar as interacdes para cada
cenario analisado, foram estabelecidos os parametros,
para se testar os resultados de cada classificador, além
de diversas combinacdes para RNA e ANFIS. Foram
também testados varias func¢bes de treinamento
MLP (’trainbfg’, ’traincgb’, ’traincgf’, ’traincgo’,
'trainoss’e ’traingdx’) e ANFIS ("Hybrid’), porém
retornaram condi¢des para classificacdo em que
obtiveram-se acertos consideravelmente inferiores
em relacdo aos resultados, quando utilizadas a
funcdo de treinamento ’trainlm’ para a MLP e
backpropagation’ para ANFIS, os testes foram
realizados com o auxilio do software MATLAB,
utilizando o comité de decisdo entre ANFIS e MLP,
obtendo uma taxa de ACU de 97% com desvio padrao
de 2,5%.

Este resultados, associados ao histérico de
pesquisas computacionais na area das patologias
humanas, demonstra a importancia do papel da

inteligéncia computacional no progresso da sociedade,
como importante ferramenta na detec¢do do cancer
de mama.

Se faz necessario salientar que este método de
classifica¢do ndo substituindo o papel do médico na
identificacdo do cancer de mama, mas contribui no
reconhecimento precoce dessa patologia.

4.2 Trabalhos Futuros

Através da analise deste trabalho, foram levantadas
duas variaveis para serem utilizados em trabalhos
futuros para novas analises, que podem garantir a
generalizacdo dos resultados.

Assim verificou-se pelo presente estudo que os
dados de IMC apresentam caracteristicas regionais
com isso sugere-se verificar suas implica¢cbes na
andlise e consideradas a inclusdo no processo de
deteccao.

Outro fator observado que pode auxiliar na
deteccdo precoce e por isso acrescido em préoximos
trabalhos sera o historico familiar.

Estas duas caracteristicas atreladas ao presente
estudo podem aprimorando a qualidade dos
resultados.
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